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Abstract 

Agricultural commodity price is very volatile in nature due to its nonlinearity and 

nonstationary character. The volatility behaviour of the commodity price creates a lot of problems 

for both producer and consumer. The steady forecast of the price may reduce the problems and 

increase the profit for the stakeholders. In this study, an ensemble hybrid machine learning model 

based on empirical mode decomposition (EMD) has been proposed to forecast the commodity 

price. EMD decomposes the nonstationary and nonlinear price series into different stationary 

intrinsic mode functions (IMF) and a final residue. Then Machine learning techniques like 

Artificial neural network (ANN) and Support vector regression (SVR) were used to forecast each 

of the decomposed components. Finally, all the forecasted values of the decomposed components 

were aggregated to produce the final forecast. Two R modules were developed for the application 

of the proposed methodology. The proposed methodology has been applied to the monthly 

wholesale price index of vegetables. The results indicated that the ensemble hybrid machine 

learning model based on empirical mode decomposition has superior performance compared to 

generic models. 

Key words:  Agricultural commodity price; Machine learning; Empirical mode decomposition; 

Nonlinearity; Nonstationary; Artificial neural network; Support vector regression. 

  

1. Introduction 

The scientific and effective forecasting method is helpful to correctly guide producers and 

policy makers to match the supply and demand of the agricultural production and facilitate the 

decision-making process of the government. Agricultural price forecasting is not an easy task due 

to its dependency on many extraneous factors. Nonlinearity and nonstationary behaviour of data 

series are crucial problems in the agricultural price forecasting. Agricultural commodity prices are 

volatile in nature due to seasonality, inelastic demand, production uncertainty etc. Traditionally, 

time series forecasting has been dominated by linear methods like ARIMA (Box and Jenkins, 

1970) and nonlinear models such as SETAR, STAR, etc. because they are well understood and 

effective in many situations. These traditional methods suffer from some limitations, such as linear 

models focusing on linear relationships, fixed temporal dependence etc. and nonlinear models 
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require the specific nonlinear relation of data generating process to be known a priori. Zhang et al. 

(1998) demonstrated that traditional methods requiring the time series data to be stable or stable 

after being differentiated. On the other hand, Machine learning (ML) models with their flexible 

functional designs and powerful self-learning capabilities have recently become a great alternative 

for time series data forecasting. Machine learning techniques like Artificial Neural Network 

(ANN) and Support Vector Machine (SVM) become popular to handle the nonlinearity problem 

in the dataset (Qin and Chiang, 2019). Darbellay and Slama (2000) highlighted that ANN which 

is non-linear, nonparametric and data driven self-adaptive method, is most suitable for forecasting 

agricultural price series which is inherently noisy and nonlinear in nature. Levis and Papageorgiou 

(2005) clarified the numerous advantages of SVR for nonlinear times series forecasting. Lu et al. 

(2009) demonstrated the generalization characteristics of SVR for finding a unique solution. An et 

al. (2012) reported that empirical mode decomposition (EMD) can reveal the hidden pattern and 

trends of time series which can effectively assist in designing forecasting models for various 

applications. Sugiyama and Kawanabe (2012) stated the inability of ML techniques to counter the 

nonstationarity behaviour of a dataset. Huang et al. (1998) pointed out how EMD is capable to 

deal with the problem of inherent nonstationarity or nonlinearity in a time series dataset. EMD has 

the power to isolate the high fluctuating data into respective smaller frequency components 

(Mumtaz et al., 2019). EMD also has the capability to reduce the influence of nonlinear 

characteristics of the stock series (Xuan et al., 2020) 

It has been observed in the literature that a single model is not sufficient to deal with 

complex real-world systems such as agricultural price data which contains unknown mixed 

patterns. Besides, inherent non-stationarity and nonlinearity behaviour of price series create 

problems in robust forecasting (Taylor and Kingsman, 1978). ML algorithms are compatible and 

efficient to deal with nonlinear problems (Bishop, 1995). To handle non-stationarity features, the 

inputs for machine learning models need to be properly pre-processed (Wang et al., 2017). 

Therefore, some multi-resolution analysis techniques are widely used in many forecasting 

problems. In view of these factors, there is an ever-increasing need of using hybrid models to 

improve the accuracy of predictions. In order to improve forecast accuracy, hybridization is a good 

idea because it can capture various patterns in the data concurrently. Hybrid models, combining 

the benefits of different models, are suggested to achieve better prediction and the decomposition 

approaches such as EMD enhance the performance of hybrid models (Mo et al., 2020). These 

studies led to the development of novel hybrid models which are more robust as they often 

compliment the advantages of the individual technique involved and improve the forecasting 

accuracy. In this study, novel hybrid models have been proposed by combining EMD and ML 

algorithms like ANN and SVR to deal with nonlinearity and non-stationarity problems in a time 

series data. EMD counters with non-stationarity of a time series data by decomposing into several 

stationary components which is nonlinear in nature. Further ANN and SVR models have been used 

to forecast these nonlinear decomposed components. We have used monthly wholesale price index 

of vegetables for practical evaluation and compared the proposed model with other models, 

including hybrid and individual models. 

 The remaining portion of the paper is organized as follows. Section 2 deals with the 

methodology. The data and results of the experiment are explained in the third section. The final 

section concludes the paper. 
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2. Materials and methods 

 

2.1.  Empirical mode decomposition (EMD) 

 

The empirical mode decomposition method was introduced by Huang et al. in 1998. It 

assumes that the data have many coexisting oscillatory modes of significantly distinct frequencies 

and these modes superimpose on each other and form an observable time series. EMD decomposes 

original nonstationary and nonlinear data into a finite and small number of independent sub-series 

(including intrinsic mode functions and a final residue). Intrinsic Mode Function (IMF) is the finite 

additive oscillatory component decomposed by EMD. For example, let ty  be a time series (TS) 

dataset at time t consisting of high frequency part and low frequency part. After first 

decomposition, original time series data results into first IMF and the residue. The decomposed TS 

takes the following form: 

(1) (1)t t ty d r                                                                                     (1) 

where dt(1) = high frequency part i.e. IMF and rt(1) = low frequency part i.e. residue. EMD 

algorithm iterates over the slow oscillation component considered as a new signal. In the next 

iteration, the residue rt(1) will be treated as new signal for EMD decomposition. 

After second decomposition, 

                   (1) (2) (2)t t tr d r   

Let us assume that yt has been decomposed into k numbers of IMFs and final residues after the 

EMD decomposition process completes. Then, ty can be expressed as follows: 

 
1

( )
k

t t

i

y d i R


                                                                                          (2) 

Hence, original time series data = sum of IMFs + final residue (R). The stepwise EMD algorithm 

procedure is mentioned below: 

 

 

 

 

All these steps come under the first iteration in the shifting process for ty . The shifting 

process continues till we obtain an IMF. The point of termination of a sifting process is called 

stopping point  𝑘 and the iteration is called 𝑘𝑡ℎ iteration. The stopping criteria of an iteration is the 

standard deviation () between two IMF (d) values.  The predefined threshold value ranges 

No 

Yes 

Data 
Identify the 

extreme 

values  

Calculate the 

mean envelope 
Subtract the 

mean envelope 

Check 

IMF 

condition 

Extract the 

IMF 



102                   PANKAJ DAS, GIRISH KUMAR JHA AND ACHAL LAMA                   [Vol. 21, No. 1 

between 0.2 to 0.3 (Huang et al., 1998). When the  value lies between 0.2 to 0.3, the iteration 

should stop. The threshold value is calculated using the given expression: 

2

2
0

( ( ( 1) ( ))
Threshold value

( ( 1)

T
t t

l t

d l k d lk

d l k

  
  

 
                                               (3) 

2.2. Artificial neural network (ANN) model 

Artificial neural network is a non-linear, data driven self-adaptive approach as opposed to 

the traditional model based methods (Jha and Sinha, 2014). ANN can identify and learn correlated 

patterns between input data sets and corresponding target values. ANN imitates the learning 

process of the human brain and can process problems involving non-linear and complex data even 

if the data are imprecise and noisy. Thus, it is ideally suited for modelling of agricultural data 

which are known to be complex and often non-linear. Haykin (1999) stated mathematically that a 

neuron k can be defined by the following equations: 

 
1

m

k kj j

j

u w x


                                                                                                    (4) 

            ( )k k ky u b                                                                                               (5) 

 Here bias (bk), has the effect of increasing or lowering the net input of the activation function. 

1 2,  ,  ...,  mx x x are the inputs; 
1 2,,  . . .,  k k kmw w w are the weights of the neuron k; ku is the linear 

combiner output due to input variables; φ(.) is the activation function; ky is the output of the 

neuron, kjw the weight attached to the connection from  jth hidden node to the output node. The 

backpropagation algorithm can be implemented under the following components: 

1. Data should contain input-output pair ( , )i ix y , where 
1 1{ , ,..., }i t d t d tx y y y    the input, d is a 

user-defined parameter, which corresponds to the number of previous time-steps and 

i ty y  is the desired output. For T data of 1 1{( , ),..., ( , )}T TX x y x y  . 

2. Need a feedforward neural network. Let the parameters of the network be denoted by . 

The parameters of interest in backpropagation are the weights k

ijw , node j in layer 𝑙𝑘 and 

node i in layer 𝑙𝑘−1 and bias 
k

ib the bias for node i in layer 𝑙𝑘. 

 Error function 2

1

1
ˆ( , ) ( )

2

T

t t

t

E X y y
T




  ; where ˆ
ty  are the computed output of the network 

on input tx  and ty  is the target value for input-output pair ( , )i ix y . 

 In the present study, Logistic function was used as an activation function and resilient 

backpropagation algorithm was used to adjust the weights in the multi-layered feed-forward 

network. 

2.3.  Support vector regression (SVR) model 

 Vapnik (1998) introduced support vector regression model by incorporating a loss function. 

SVR fits linear regression in the outer space through mapping input vectors into a high dimensional 
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space. In the present study, a modified SVR model named least squares support vector regression 

(LS-SVR) proposed by Suykens et al. (2002) has been used. LS-SVR model focuses on set of 

linear equations instead of a quadratic programming problem in SVR model. 

LS-SVR model is represented as: 

( )Ty w x b                                                                                                    (6) 

with Tx R  and  , mapping function tnnR R to high dimensional feature space, bias b and error 

e. For a given training set 1{ , }T

t t tx y  , optimization problem becomes as follows: 

                 2
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where ( )t

t t te y w x b   is the fitting errors, subject to equality constraints 

( )T

t t ty w x b e   ; t= 1, 2,…,T.                                                                      (8) 

This is a form of ridge regression. Now incorporating Lagrange multiplier 𝛼𝑡 
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with following conditions of optimality 
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with      1 1,..., ,1 1,...,1 , ,...,T Ty y y      . By applying Mercer’s condition 
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where d = scalar vector of x, ( , )t uK x x  is the kernel function. 

The final LS-SVR model can be written as: 

1

( ) ( , )
T

t t

t

y x K x x b


                                                                                                 (13) 

In the present study, least squares SVR model with Radial basis function (RBF) kernel was 

used for nonlinear mapping of dataset. 

2.4.  Proposed ensemble hybrid model 

 Ensemble method is a machine learning approach which combines multiple base models to 

produce an optimal predictive model. The proposed EMD-SVR/ANN consists of three steps 
depicted in Figure 1. In the first step, original nonlinear and nonstationary dataset is decomposed 

into a finite and often small numbers of independent sub-series by EMD technique. This sub-series 

contain k intrinsic mode functions (IMFs) and a final residue. Secondly, these IMFs and residue is 

modelled and predicted through ANN or SVR. Then, all the forecasted values of the IMFs and 

residue are summed up to produce ensemble forecast for the original series. The prediction model 

of ANN (Equation 5) and SVR (Equation 13) were used with decomposed components as inputs. 

The input lags were selected based on Akaike information criterion (AIC) and Bayesian 

information criterion (BIC).  

  

 
 

Figure 1: EMD based ensemble hybrid machine learning model for a dataset 

 

2.5.  Assessment of the fitted models 

 

 The fitted models were assessed using the performance measures like root mean squared 

error (RMSE), mean absolute deviation (MAD), mean absolute percentage error (MAPE) and 

maximum error (ME). These performance measures can be expressed as follows: 
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where ty  and ˆ
ty  are the actual value and predicted value of response variable and T is the number 

of data points. For comparing the forecasting performance, the DM (Diebold and Mariano, 1995) 

test was used. 

3. Results and discussion 

The complete analysis of the present study was done using RStudio. For analysis, two R 

packages i.e. EMDANNhybrid (Das et al., 2021) and EMDSVRhybrid (Das et al., 2021) have been 

developed and are available in CRAN repository. Considering the time dependency of 

observations, the data was divided into training and testing set for all models. 

3.1.  Data source 
 

 In the present study, monthly price index of vegetables was used to evaluate the performance 

of the proposed EMD-ANN and EMD-SVR models. The dataset was obtained from the Office of 

the Economic Advisor, Ministry of Commerce, Government of India (https://eaindustry.nic.in/). 

Figure 2 illustrates the monthly data of wholesale price index (WPI) of vegetables (January 2005 

to November 2020) containing 191 data points. The descriptive statistics, stationarity test and 

normality of sample data were presented in Table 1. The statistics obtained through Augmented 

Dickey-Fuller (ADF) and Phillips-Perron (PP) test were insignificant i.e. null hypothesis of the 

unit root test cannot be refused. It indicated that the given dataset was nonstationary. Jarque-Bera 

test (Table 1) indicated the nonnormality of data.  

Table 1: The descriptive statistics, stationarity and normality tests of data 

Descriptive statistics Stationarity test Normality test 

Numbers of 

observations  

191 Augmented Dickey-

Fuller test  

(p value) 

Phillips-

Perron test  

(p value) 

Jarque-Bera 

test 

(p value) 

Maximum 284.90  

0.23 

 

0.30 

 

<0.01 Minimum  43.70 

Mean 121.97 

Standard deviation 52.17 

Skewness 0.64 

Kurtosis -0.12 

 

 Brock-Dechert-Scheinkman (Brock et al., 1996) test was used in the dataset for checking the 

nonlinearity of data. The results of the BDS test (Table 2) indicated that the test statistics were far 



106                   PANKAJ DAS, GIRISH KUMAR JHA AND ACHAL LAMA                   [Vol. 21, No. 1 

bigger than the critical values. It provided a piece of evidence to reject the null hypothesis that the 

price series is linearly dependent. The results obtained from various tests revealed that the monthly 

vegetables WPI dataset is nonlinear and nonstationary in nature. These characteristics of the 

dataset enabled us to implement and evaluate the performance of the proposed EMD-ANN/SVR 

models with existing individual models. 

 

Figure 2: Time plot of vegetables monthly price index (2004-05=100) 

Table 2: Results of Brock- Dechert-Scheinkman (BDS) test 

Embedding dimension Conclusion 

2 3 

Statistics Probability Statistics Probability  

Nonlinear 102.75 ˂ 0.001 172.21 ˂ 0.001 

54.88 ˂ 0.001 68.12 ˂ 0.001 

40.38 ˂ 0.001 42.96 ˂ 0.001 

37.68 ˂ 0.001 37.17 ˂ 0.001 

 

3.2. EMD decomposition 

 

 The EMD, as an adaptive decomposition technique is quite effective in extracting 

characteristic information from nonlinear and nonstationary time series. EMD methodology has 

been employed to decompose the series. Firstly, EMD algorithm finds the local extreme values 

(i.e. maxima and minima) from the dataset. Local extrema are the points where slope sign is 

changed. The envelopes are the curve that passing through the local extrema. The curves passing 

through the local minima and local maxima are known as upper envelope and lower envelope 

respectively. Mean envelope are the curves that is passing through mean values of local maxima 

and minima. The whole process of EMD decomposition has been visualized in Figure A.1. The 

figure gives an idea of how the EMD algorithm finds the envelopes and residue from a dataset. In 

the given figure red line and blue line indicates the upper and lower envelope respectively. The 

mean envelope and the residue are denoted using black and green lines in Figure A.1. The original 

series has been decomposed into four IMFs and one final residue using EMD (Figure A.2). It has 
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been observed that the frequencies and amplitudes of IMFs were different and independent from 

each other. Thus, the different hidden oscillatory modes in the original datasets were separated by 

EMD. Each decomposed IMF contains certain characteristics of the dataset which needs to be 

modelled and forecasted using appropriate model. 

 

 After decomposition, it is pertinent to check the stationarity of IMFs and residue. The results 

(Table 3) of the test indicated that all IMFs were stationary, but the final residue was nonstationary 

because it contains the remaining portion of the data that cannot be decomposed by the EMD 

algorithm. As stationarity is one of the important assumptions for forecasting, hence, the 

nonstationary residue as such cannot be used in forecasting. The residue was transformed into 

stationary by first differencing. The stationary decomposed parts i.e. IMFs and the differenced 

residue were used for forecasting. 

 

Table 3: Unit root test of decomposed components of vegetables WPI dataset 

 

Components Augmented Dickey-

Fuller test (p-value) 

Augmented Dickey-

Fuller test (p-value) 

Remarks 

IMF1 <0.01 <0.01 Stationary 

IMF2 <0.01 <0.01 Stationary 

IMF3 <0.01 <0.01 Stationary 

IMF4 <0.01 <0.01 Stationary 

Residue 0.14 0.14 Nonstationary 

 

3.3.  ANN training and forecasting 

ANN model was employed to different IMFs and final residue for forecasting purpose as it 

is capable of handling nonlinear and complex data. For this purpose, the EMDANNhybrid R-

Package has been developed and used for analysis. Backpropagation training algorithm was used 

for ANN fitting. In practice, ANN with a small number of parameters namely input lags and hidden 

nodes often perform better for out of sample forecasting. This may be because over-fitting is a 

common problem in case of neural network models with a large number of parameters. In this 

study, we varied input lags and hidden nodes from one to five. ANN model with three input lags 

and four hidden nodes was found to be the most suitable model for the given dataset in terms of 

accuracy criterion. The other parameters like the maximum number of iterations for the neural 

network was fixed at 200. We averaged the results of 26 neural networks for getting the final 

output. The number of neural networks to be averaged was selected based on the minimum error 

criterion. We tried averaging 10 to 50 neural networks and obtained the best result on 26 number 

of neural networks. In our study, 80% of data as training set and the remaining 20% as testing set 

were used. 

3.4.  SVR training and forecasting 

Similarly, the SVR model was also fitted to different IMFs and final residue. The each 

component (IMFs and residue) was modelled and forecasted using the EMDSVRhybrid R-package, 

developed under this study. The SVR model was preferred over other machine learning algorithms 

due to its capability to handle nonlinear systems as well as its suitability for a small sample size. 
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For employing the SVR model, we divided the dataset into training and testing sets. The training 

set is used for model building purposes whereas, the testing set allows us to understand the 

generalization ability of the developed model. In this study, we have used 80% of the data as a 

training set and the remaining 20% as a testing set. The developed SVR model for each 

decomposed component (IMFs and residue) was used to forecast the respective components. Then 

all the forecasted values of IMFs and residue were summed up to get an ensemble forecast of the 

data. Radial Basis Function (RBF), polynomial, linear and sigmoid kernel functions were 

implemented in SVR model fitting. The best result was obtained using the RBF kernel function. 

To overcome the problem of overfitting, 10-fold cross-validation was also done. 

3.5.  Performance comparison of fitted models 

The performance (in-sample and out-sample) of the EMD-ANN and EMD-SVR model was 

compared with the individual ANN and SVR model (Table 4 and 5) with forecasting horizon of 

six months.  Both the in-sample and out-sample performance of EMD-SVR was relatively superior 

as compared to other competing models. EMD based ANN and SVR models outperformed the 

individual models like ANN and SVR. The reason behind the poor performance of singular ANN 

and SVR models can be attributed mainly to the fact that these models could not handle the 

nonstationary behaviour of the given dataset. On the other hand, the hybrid models EMD-ANN 

and EMD-SVR performed better due to the ability to capture both nonlinearity and nonstationarity 

patterns of the dataset. 

Table 4: In-sample performance of fitted models 

 ANN SVR EMD-ANN EMD-SVR 

RMSE 10.68 28.25 5.13 3.15 

MAPE 5.22 0.21 0.04 0.03 

MAD 6.67 20.84 4.36 2.71 

ME 0.87 98.19 19.63 15.76 

 

Table 5: Out-sample performance of fitted models 

 ANN SVR EMD-ANN EMD-SVR 

RMSE 44.39 54.39 25.36 23.69 

MAPE 0.26 0.24 0.15 0.10 

MAD 41.33 44.80 23.12 17.12 

ME 69.81 115.83 67.23 68.74 

 

Further DM test was employed to assess the accuracy of the EMD-SVR model compared to 

the EMD-ANN model. The null hypothesis of the DM test was that both models have the same 

accuracy.  Results of Table 6 clearly indicated that the EMD-SVR model was superior to the EMD-

ANN model in terms of all the criteria. The test also indicated that the forecasting performance of 

both EMD-ANN and EMD-SVR gave better results compared to the individual ANN and SVR 

models. The novelty of the proposed ensemble approach is that it can handle nonlinear and 

nonstationary data which is difficult for the existing time series methods. Our empirical findings 
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suggest that the proposed EMD-SVR and EMD-ANN models can be considered as an alternative 

tool for volatile agricultural price series forecasting. 

Table 6: Results of Diebold-Mariano (DM) test 

Hypothesis DM value p value Remarks 

H0: The accuracy of both EMD-

SVR and EMD-ANN is same. 

H1:  The accuracy of EMD-SVR 

is superior to  EMD-ANN. 

5.48 <0.01 The accuracy of EMD-SVR is 

superior to  EMD-ANN. 

H0: The accuracy of both EMD-

SVR and SVR is same. 

H1:  The accuracy of EMD-SVR 

is superior to SVR. 

3.02 <0.01 The accuracy of EMD-SVR is 

superior to SVR. 

H0: The accuracy of both EMD-

ANN and ANN is same. 

H1:  The accuracy of EMD-ANN 

is superior ANN. 

6.23 <0.01 The accuracy of EMD-ANN is 

superior ANN. 

 

4. Conclusion 

 In this study, EMD based hybrid machine learning models for forecasting have been 

proposed to deal with inherent nonlinearity and non-stationarity behaviour in a time series dataset. 

Single models fail to capture both aforementioned characteristics in a dataset. To deal with these 

problems, one decomposition technique namely EMD and two machine learning algorithms i.e. 

ANN and SVR were combined to formulate two hybrid models. The hybrid models, EMD-ANN 

and EMD-SVR are capable to deal with the nonlinearity and non-stationarity in a dataset. The 

performance of hybrid models was also evaluated with a real dataset. The empirical results clearly 

demonstrated the superior forecast accuracy of the proposed hybrid models (EMD-ANN and 

EMD-SVR) as compared to the individual ANN and SVR model. 
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Figure A.1: EMD process in the monthly vegetables WPI dataset 
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Figure A.2: Decomposed components of monthly vegetables WPI dataset 

 


