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Abstract
In this paper, we develop a methodology for testing the hypothesis that the true value

of a parameter lies in the union of multiple cones against the alternative that it does not.
We propose a test statistic for such problems and derive its novel asymptotic null distri-
bution. The least favourable asymptotic null value and the corresponding least favourable
asymptotic null distribution are obtained. The proposed test is uniformly more powerful
than conventional tests discussed in the literature. Some illustrative examples are provided
and a simulation study evaluating its performance is presented.

Key words: Hypothesis Testing; Convex Cones; Least Favourable Configuration; Asymptotic
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1. Introduction

Testing problems are typically formulated as H0 : θ ∈ Θ0 versus H1 : θ ∈ Θ1.
Usually, the null Θ0 as well as the alternative Θ1 are simple sets such as singletons or linear
spaces. There are however various applications in which the null and/or the alternative are
more complicated sets. In particular, we consider testing

H0 : θ ∈
K⋃

i=1
Ci versus H1 : θ ̸∈

K⋃
i=1

Ci, (1)

where C1, . . . , CK are arbitrary distinct convex cones in Rm defined by systems of linear
inequalities. In this paper we address the case where m = 2. Some comments on the
corresponding theory for general m are deferred to Section 7. It is further assumed that
there exists an unconstrained estimator Sn for θ ∈ R2 such that as n → ∞

√
n(Sn − θ) ⇒ N2(0, Σ) (2)
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where ⇒ denotes convergence in distribution and Σ is a positive definite matrix. As indicated
below, there are many problems of interest that can be formulated as in (1).

Robertson and Wegman (1978) were among the first to test hypotheses of the type (1)
but with K = 1. This setting is known in the literature as testing against an ordering and
classified by Silvapulle and Sen (2004) as a Type B problem. In general the union of convex
cones is neither convex nor a cone. Therefore Type B problems are a simple special case
of (1). Other special cases of (1) in R2 have also been addressed in the literature. Berger
and Sinclair (1984) examined the problem of testing a null hypothesis that the parameter of
interest belongs to a union of linear subspaces which they applied to the testing of symmetric
spacings among ordered normal means. Another paper involving linear spaces is by Berger
(1997) who tested H0 : min{|θ1|, |θ2|} = 0 against H1 : min{|θ1|, |θ2|} > 0. Thus under the
null the pair (θ1, θ2) lies on the axes whereas under the alternative it does not. If θi measures
the effect of treatment i then the null states that at least one treatment has no effect whereas
under the alternative both treatments have effects.

This paper is organized as follows. In Section 2, we discuss the preliminaries related
to testing (1). We introduce relevant notations and setup for the testing problem. Then we
define the proposed test statistic and show that it is identical to the likelihood ratio test
statistic and to the intersection union test statistic for (1) in some cases. In Section 3 we
consider the problem of testing (1) for two quadrants in R2. We obtain the least favourable
null values and the least favourable null distribution of the proposed test statistic for finite
samples. In Section 4, we consider the union of multiple distinct arbitrary convex cones in R2

and obtain the least favourable null values along with the least favourable null distribution
of the proposed test statistic for large samples. In Section 5, some examples and testing
problems in R2 are provided as illustration. A simulation study is performed to evaluate the
proposed test in Section 6. Finally, in Section 7 we provide a brief summary of our work and
some possible extensions.

2. Preliminaries

We begin with some notations. Let ΠΣ(S | C) denote the projection of S onto C with
respect to Σ and let ∥S∥2

Σ be the respective norm. Note that when Σ = I the latter reduces
to the usual projection and the standard euclidean distance. For the hypotheses in (1), we
propose the test statistic

Tn = min{n∥Sn − ΠΣ(Sn | C1)∥2
Σ, . . . , n∥Sn − ΠΣ(Sn | CK)∥2

Σ}, (3)

where Sn was described in (2). In general the variance matrix Σ is unknown in which
case Tn is computed with respect to a consistent estimator Σn thereof. It is clear that Tn

essentially minimizes the squared distance between Sn and θ over various values of θ in Θ0.
The following result shows the relationship between the proposed test, the likelihood ratio
test (LRT) and the intersection union test (IUT).

Theorem 1: If S follows a N2(θ, Σ) distribution with known Σ then the statistic (3) as
a function of S is the LRT statistic for the hypotheses in (1). Moreover, (3) is the IUT
statistic if and only if the cones C1, . . . , CK are all congruent.

Theorem 1 provides a meaningful motivation for using the statistic (3) when (2) holds



2024]
SPECIAL ISSUE IN MEMORY OF PROF. C R RAO

NOVEL LIMITING DISTRIBUTIONS IN ORDER RESTRICTED INFERENCE 47

as n → ∞ as well as in situations in which Σ is unknown but can be consistently estimated
from the data. Although under the stated conditions the LRT and the IUT statistics coincide,
their critical values are in general different. Further note that if we set Gn = Σ−1/2Sn then√

n(Gn − η) ⇒ N2(0, I) where η = Σ−1/2θ. In addition testing the hypotheses (1) using
Sn is equivalent to testing

H0 : η ∈
K⋃

i=1
C∗

i versus H1 : η ̸∈
K⋃

i=1
C∗

i

using Gn where C∗
i = Σ−1/2Ci = {Σ−1/2θ : θ ∈ Ci} are the transformed cones. Therefore

without any loss of generality we will henceforth primarily consider the case where Σ = I.

3. The case of two cones

We start by investigating the important special case of two quadrants. Let C1 = {θ ∈
R2 : θ1 ≥ 0, θ2 ≥ 0} denote the positive quadrant and let C2 = {θ ∈ R2 : θ1 ≤ 0, θ2 ≤ 0}
denote the negative quadrant. Consider testing the hypotheses

H0 : θ ∈ C1 ∪ C2 against H1 : θ ̸∈ C1 ∪ C2 (4)

using a single observation S = (S1, S2)T from N2(θ, I). Note that under the null θ1 and θ2
are either both non-negative or both non-positive. This problem is of independent interest.

Theorem 2: Suppose that S follows N2(θ, I). Then the LRT statistic for (4) is

T = min{S2
1 , S2

2}I(S /∈ C1 ∪ C2). (5)

Furthermore for all c ≥ 0 we have

sup
θ∈Θ0

Pθ(T ≥ c) = 1
2P(χ2

0 ≥ c) + 1
2P(χ2

1 ≥ c). (6)

Equation (6), where χ2
i is a chi–square RV with i degrees of freedom and χ2

0 ≡ 0,
provides us with a formula with which we can compute the p–values associated with the
test statistic (5). The value of θ ∈ Θ0 for which (6) holds is called the least favourable
configuration or null value. The distribution of the statistic T when θ is the least favourable
is called the least favourable null distribution. The proof of Theorem 2 shows that the least
favourable configurations are of the form (0, ±∞) and (±∞, 0), i.e., they lie on the axes at
an infinite distance from the origin while the least favourable null distribution of T is given
by (6). It follows that for any other value of θ ∈ Θ0 and any c

Pθ(T ≥ c) <
1
2P(χ2

0 ≥ c) + 1
2P(χ2

1 ≥ c).

Letting T (θ1, θ2) denote the LRT statistic at (θ1, θ2) we can restate the conclusion of The-
orem 2 in the language of stochastic order relations (Shaked and Shanthikumar (2007)) as
T (θ1, θ2) ⪯st T (0, ±∞) and T (θ1, θ2) ⪯st T (±∞, 0) where ⪯st denotes the usual stochastic
order. Both relations hold for all (θ1, θ2) ∈ Θ0. It can also be shown that T (0, 0) ⪯st T (0, θ2)
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and T (0, 0) ⪯st T (θ1, 0). In particular, T (0, 0) is distributed as (1/2)χ2
0 + (1/2) min{Q1, Q2}

where Q1 and Q2 are independent χ2
1 RVs.

In the proof of Theorem 2 a closed form expression for Pθ(T ≥ c) was found facilitating
the analysis and enabling one to find the least favourable configuration and null distribution.
In general though, Pθ(T ≥ c) is not amenable to a simple analysis nor is it given by a simple
formula. Consequently, an asymptotic analysis yielding workable formulas of the type (6) is
necessary.

4. The general case

In this section a general asymptotic theory for multiple cones is developed. First note
that any convex cone in R2 is of the form

C = conic(u, v) = {λ1u + λ1v : λ1 ≥ 0, λ2 ≥ 0},

where u and v are unit vectors lying on the extreme rays of C. Further note that the angle
between u and v, i.e., ∡(u, v) is smaller than π.

Let C1, . . . , CK be K distinct convex cones where Ci = conic(ui, vi) for i = 1, . . . , K.
For convenience it is further assumed that for e1 = (1, 0)T we have:

∡(e1, ui) < ∡(e1, vi)

for all i and
∡(e1, u1) < ∡(e1, u2) < · · · < ∡(e1, uK).

Thus the cone C1 is the cone whose rays make the smallest angle with the positive real axis
followed by the cone C2, and so forth. Similarly within each cone the ray associated with ui

has a smaller angle than the ray vi.

We say cones Ci and Cj are adjacent if the interior of the cone conic(vi, uj) is a subset
of Θ1. The angle between vi and uj may be smaller than π/2, between π/2 and π or larger
than π. If ∡(vi, uj) ≤ π/2, we set

Rij = conic(vi, uj). (7)

If π/2 < ∡(vi, uj) ≤ π, we further divide the cone conic(vi, uj) into three conic regions

Ri(vi) = conic(vi, uj∗), R′
ij = conic(uj∗, vi∗), Rj(uj) = conic(vi∗, uj) (8)

where uj∗, vi∗ ∈ conic(vi, uj), uj∗ is orthogonal to uj and vi∗ is orthogonal to vi. Finally if
∡(vi, uj) > π, then we divide the region bounded by ui and vj into three conic regions

Ri(ui) = conic(ui, ui∗), R′′
ij = conic(ui∗, vj∗), Rj(vj) = conic(vj∗, vj) (9)

where ui∗, vj∗ ∈ conic(ui, vj), ui∗ is orthogonal to ui and vj∗ is orthogonal to vj.

Remark 1: If K = 2 the cones C1 and C2 are doubly adjacent. Moreover, if ∡(v1, u2) ≤ π/2
and ∡(v2, u1) ≤ π/2 then we label the regions between the cones by R12 and R21. The
modification when the above mentioned angles are larger than π/2 is obvious.
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The following result provides the number of possible regions between the cones or
between their polar cones for various geometric arrangements of the cones.

Lemma 1: Let N , N ′ and N ′′ denote the number of regions of the type Rij, R′
ij and R′′

ij

respectively. Then N + N ′ + N ′′ = K where N ≤ K, N ′ ≤ 3 and N ′′ ≤ 1. In particular, if
N ′′ = 1, then N ≤ K − 1 and N ′ ≤ 1.

It is well known that ΠI(S | Ci) = 0 if and only if S ∈ C0
i where C0

i denotes the polar
cone of Ci. Thus, it follows that ΠI(S |

K⋃
i=1

Ci) = 0 if and only if S ∈
K⋂

i=1
C0

i . This event

has a positive probability if the set
K⋂

i=1
C0

i ⊃ {0} and zero probability if
K⋂

i=1
C0

i = {0}. In the

first case we denote the set
K⋂

i=1
C0

i by R′′
pq as defined above whereas in the latter case we set

R′′
pq = ∅. In other words:

N ′′ =


0 if

K⋂
i=1

C0
i = {0}

1 if
K⋂

i=1
C0

i ⊃ {0}
,

We now introduce some useful additional notations.

Definition 1: Let R = conic(u, v) and denote its interior angle by γ = ∡(u, v) where
0 < γ ≤ π/2. Let S be a N2(0, I) RV. Then conditional on S ∈ R we define

χ2
1,1(γ) = d2(S, bd(R)) = min{d2(S, ray(u)), d2(S, ray(v))} (10)

where d(·, ·) is the euclidean distance and bd(R) is the boundary of the cone R defined by
the rays ray(u) and ray(v).

For example when R is any quadrant then γ = π/2 and P(χ2
1,1(π/2) ≥ c) = [P(χ2

1 ≥
c)]2. When 0 < γ < π/2 we have the following, numerically simple to evaluate formula.

Lemma 2: For c ≥ 0 and R as in definition 1

P(χ2
1,1(γ) ≥ c, S ∈ R) = γ

2π
(P1 + P2 + P3 + P4) (11)

where P1 = P(D1 ≥
√

c, D2 ≥
√

c), P2 = P(D1 ≥
√

c, D2 ≤ −
√

c), P3 = P(D1 ≤ −
√

c, D2 ≥√
c), P4 = P(D1 ≤ −

√
c, D2 ≤ −

√
c) and (D1, D2)T has a bivariate normal distribution with

mean 0, unit variances and correlation − cos(γ).

Now let Ci and Cj be adjacent cones with an angle 0 < δ ≤ π between their boundaries.
By definition 1, if 0 < δ ≤ π/2 then R = Rij and γ = δ. However if π/2 < δ ≤ π then
R = R′

ij and γ = π − δ. Conditional on S ∈ R, in both cases we have

χ2
1,1(γ) = min{d2(S, ray(uj)), d2(S, ray(vi))} = min{(uT

j∗S)2, (vT
i∗S)2}.

Moreover in Lemma 2, D1 = uT
j∗S and D2 = vT

i∗S so the correlation coefficient between
them is − cos(γ) if 0 < δ ≤ π/2 and cos(γ) if π/2 < δ ≤ π.
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Next we consider angles associated with the cones in (1) and the regions in (7)-(9).
Let ρ1, . . . , ρK denote the interior angles of the cones C1, . . . , CK and set ρ = ∑K

i=1 ρi. By
assumption ρ > 0. The interior angles of the cones Rij, R′

ij and R′′
ij, as defined in (7),

(8) and (9) respectively, are all denoted by γij. Let P denote the set of indices (i, j) for
all pairs of adjacent cones Ci and Cj except (p, q). It is clear that for all (i, j) ∈ P we
have 0 < γij ≤ π/2. Furthermore, if R′′

pq ̸= ∅, then 0 < γpq < π denotes the interior
angle of R′′

pq, otherwise γpq = 0. Following (8) let τi(vi) and τj(uj) be the interior angles
of the cones Ri(vi) and Rj(uj) respectively. Similarly, if γpq > 0, i.e., when (9) holds
let τp(up) and τq(vq) be the interior angles of Rp(up) and Rq(vq) respectively. Finally set
τ = ∑

(i,j)∈P(τi(vi)+τj(uj))+τp(up)+τq(vq). Note that τi(vi), τj(uj) < π/2 for all (i, j) ∈ P .
Moreover τp(up) = τq(vq) = π/2. Also τ = 0 if and only only if γij ≤ π/2 for all (i, j) ∈ P
and γpq = 0. We have

ρ +
∑

(i,j)∈P
γij + τ + γpq = 2π. (12)

We are now ready to state the main results of this section.

Theorem 3: Consider Θ0 in (1) and the statistic Tn in (3). If n → ∞, then we have

Tn ⇒



χ2
0 if θ ∈ int(Θ0)

1
2χ2

0 + 1
2χ2

1 if θ ∈ ray(Θ0)
ρ

2π
χ2

0 +
∑

(i,j)∈P

γij

2π
χ2

1,1(γij) + τ

2π
χ2

1 + γpq

2π
χ2

2 if θ = 0
(13)

where ray(Θ0) is the collection of all rays generating the cones in Θ0.

Theorem 3 provides the limiting distribution of the LRT statistic for various values
of θ ∈ Θ0. Let TI , TR and TO denote the limits of the LRT statistic when θ is in the
interior of Θ0, on a ray of Θ0 and the origin, respectively. For the form of the corresponding
limits, see Equation (13) in the statement of Theorem 3. Clearly TI ≡ 0 so both TO and TR

are stochastically larger than TI . It follows that the least favourable configuration and the
limiting least favourable distribution are not associated with the interior points of Θ0.

Remark 2: Note that if Sn is normally distributed then the distribution of Tn at θ = 0,
which we denote by TO, is exact.

Suppose now that a size α test is desired. Let cα,R and cα,O denote the size α critical
values associated with TR and TO respectively. These values solve the equations

P(TR ≥ cα,R) = α, and P(TO ≥ cα,O) = α.

Incidentally, it is easy to see that cα,R is equal to (1 − 2α)-quantile of the χ2
1 distribution

whereas it may be necessary to compute cα,O numerically. Clearly the overall limiting critical
value of the test is

cα = min{cα,R, cα,O}.

In principle, finding the appropriate limiting critical value for any α is easy. It is worth
noting that there are many cases in which we have either cα,R > cα,O or cα,R < cα,O for all
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0 ≤ α ≤ 1. The first situation arises when TR ⪰st TO whereas the second situation arises
when TR ⪯st TO. If either order relation holds then finding the limiting critical value is
immediate. However, there are situations where an ordering does not exist, i.e., cα,R > cα,O

for some values of α and cα,R < cα,O for others. To summarize, for any c ≥ 0:

sup
θ∈Θ0

lim
n→∞

Pθ(Tn ≥ c) =


P(TR ≥ c) if TO ⪯st TR

P(TO ≥ c) if TR ⪯st TO

max{P(TR ≥ c),P(TO ≥ c)} otherwise
. (14)

Equation (14) helps us to compute the limiting p–values associated with the test statistic
(5). The value of θ ∈ Θ0 for which (14) holds is called the least favourable limiting null value
of Tn. The distribution of the statistic Tn when θ is the least favourable is called the least
favourable limiting null distribution. In the first case of (14), any point on a ray in ray(Θ0)
is the least favourable limiting null value of Tn and P(TR ≥ c) is the least favourable limiting
null distribution. In the second case, the origin is the least favourable limiting null value of
Tn and P(TO ≥ c) is the least favourable limiting null distribution. In the third case, their
union is the least favourable limiting null value of Tn and max{P(TR ≥ c),P(TO ≥ c)} is the
least favourable limiting null distribution. The next result shows that the least favourable
limiting null distribution of the LRT statistic Tn is determined by the geometry of the cones.

Theorem 4: The least favourable limiting null distribution of (3) for testing (1) is that of
TO if and only if τ ≥ π and that of TR if and only if ρ ≥ π.

Next we revisit the LRT and IUT for (1) in R2. By Theorem 1 the LRT and IUT
statistics coincide if and only if all cones are congruent. As discussed earlier, the LRT rejects
the null hypothesis if Tn > cα where cα = min{cα,R, cα,O}. The IUT rejects the null if and
only if for all i ∈ {1, . . . , K} we find that Λ(i) > c(i)

α where Λ(i) is the LRT and c(i)
α is the

critical value for testing H
(i)
0 : θ ∈ Ci against H

(i)
1 : θ ̸∈ Ci. Thus the IUT combines K Type

B problems in each of which the least favourable null value is the origin. Hence, we reject
H

(i)
0 if Λ(i) is larger than the 1 − α quantile of the RV

ρi

2π
χ2

0 + 1
2χ2

1 + π − ρi

2π
χ2

2.

For example, consider testing the hypotheses in (4). By Theorems 3 and 4, the null in (1)
is rejected if Tn is larger than the 1 − α quantile of the RV 1

2χ2
0 + 1

2χ2
1. Since the quadrants

are congruent it is easy to see that the IUT rejects the null only if Tn is larger than (1 − α)
quantile of the RV 1

4χ2
0 + 1

2χ2
1 + 1

4χ2
2, which is larger than the critical value of the LRT. The

following result compares the LRT and the IUT for cones in two dimensions.

Theorem 5: The LRT for (1) is asymptotically uniformly more powerful than the IUT for
cones in R2.

Numerical examples illustrating Theorem 5 are given in Section 6.

5. Some examples and testing problems in R2

We begin this section by providing some synthetic examples that exemplify our no-
tations and illustrate the applications of Theorems 3 and 4. The synthetic examples are
followed by examples of problems analyzed in the literature.
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5.1. Synthetic examples

In Figure 1 several examples, depicting various geometric settings, are displayed.

R1(v1)

C1

R1(u1)R′
21

R2(v2)

C2

R2(u2)
R′

12

u2∗

v2∗u1∗

v1∗

u2

v2 u1

v1

(a) Union of 2 Acute Cones

R1(v1)
C1

R1(u1)R′′
21

R2(v2)

C2

R2(u2) R′
12

u2∗

u1∗v2∗

v1∗

u2

v2 u1

v1

(b) Union of 2 Acute Cones

R12

C1

R1(u1)R′′
21

R2(v2)

C2

u2

u1∗v2∗

v2 u1

v1

(c) Union of Acute and Obtuse Cones

C1

C2

R2(v2)R2(u2)

R1(u1)R1(v1)

R′
12 R′

21

u1∗v1∗

u2∗ v2∗

u1v1

u2 v2

(d) Union of Acute and Obtuse Cones

Figure 1: Partition of R2 by cones C1 and C2

Example 1: (Union of Acute Cones I, Figure 1(A)): Here R′′
21 = ∅ so γ21 = 0. The

interior angles ρ1 and ρ2 are both smaller than π/2 so ρ < π. If τ ≥ π, then by Theorem 4
the least favourable limiting null value of Tn is the origin and the least favourable limiting
null distribution is that of TO. However if τ < π then we have an indeterminate case where
there is no stochastic ordering between TO and TR.

Example 2: (Union of Acute Cones II, Figure 1(B)): Here R′′
21 ̸= ∅ so γ21 > 0 and

again ρ < π. Moreover τ1(u1) = τ2(v2) = π/2 so it is clear that τ > π. Hence by Theorem
4, the least favourable limiting null value of Tn is the origin and the least favourable limiting
null distribution is that of TO.

Example 3: (Union of Acute and Obtuse Cones I, Figure 1(C)): Here R′′
21 ̸= ∅ so

γ21 > 0 and also ρ < π. Moreover τ1(u1) = τ2(v2) = π/2 so τ = π. Hence by Theorem 4,
the least favourable limiting null value of Tn is the origin and the least favourable limiting
null distribution is that of TO.
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Example 4: (Union of Acute and Obtuse Cones II, Figure 1(D)): Here R′′
21 = ∅

so γ21 = 0. Let π/2 < ρ1 < π and ρ2 < π/2 denote the interior angles. If ρ ≥ π, then
by Theorem 4, the least favourable limiting null value of Tn lies in ray(Θ0) and the least
favourable limiting null distribution is that of TR. However if ρ < π, then we have an
indeterminate case where there is no stochastic ordering between TO and TR.

Next consider the case where K ≥ 2. In particular, suppose each cone has interior
angle η. Suppose further that angles between all adjacent cones are also equal. It follows
that ρ = Kη and the angle between adjacent cones is (2π −Kη)/K. Of course, it is assumed
that 0 < ρ < 2π. Clearly the angle between the adjacent cones is always smaller than π and
therefore γpq = 0. Further note that τ is positive if and only if

η <
2π

K
− π

2 and K ∈ {2, 3}. (15)

Therefore if τ is positive, then τ = 2(π − 2η) when K = 2 and τ = π − 6η when K = 3. By
Theorem 3 the limiting null distribution of Tn at the origin, i.e., TO is

TO
d=



η

π
χ2

0 + η

π
χ2

1,1(η) + π − 2η

π
χ2

1 if K = 2 and η < π
2

3η

2π
χ2

0 + 3η + π

2π
χ2

1,1(η + π/3) + π − 6η

2π
χ2

1 if K = 3 and η < π
6

Kη

2π
χ2

0 + 2π − Kη

2π
χ2

1,1(2π/K − η) otherwise

. (16)

Now we investigate the relationship between TO given in (16) and TR as given in (13). If
π/K ≤ η < 2π/K then ρ ≥ π so by Theorem 4, the least favourable limiting null distribution
of Tn is that of TR. Further note that τ ≥ π if and only if η ≤ π/4 and K = 2 in which case
the least favourable limiting null distribution of Tn is that of TO. For any other values of
η and K, Theorem 4 can not be used to identify the least favourable null distribution and
the corresponding size α critical value so this determination must be made numerically as
illustrated in Figure 2.

Figure 2(A)-(F) present plots of the tail probabilities P(TO ≥ c) and P(TR ≥ c) for
various values of c > 0 and choices of K and η. In particular K and η were chosen so ρ < π.
In addition τ < π in Figures 2(A) and 2(B) whereas τ = 0 in Figures 2(C)-(F). It is clear that
for the above choices the tail probabilities cross and consequently the RVs TR and TO are not
stochastically ordered. In other words, the least favourable limiting null distribution of Tn is
not the same for all size α critical values. It is also clear that whenever the tail probabilities
of TR and TO cross then there exists a unique value c∗ satisfying P(TO ≥ c) ≥ P(TR ≥ c)
for all c ≤ c∗ whereas P(TR ≥ c) ≥ P(TO ≥ c) for all c ≥ c∗. Moreover for a fixed K, c∗ is
monotonically decreasing in η. Similarly if η is fixed, then c∗ is monotonically decreasing in
K. In the majority of cases plotted we find that cα = cα,R.

Remark 3: Note that when π/2 < η < π, the cones are obtuse and K ≤ 3. Thus the
intersection of their polar cones contains only the origin and hence γpq = 0. Since ρ > π,
by Theorem 4 the least favourable limiting null values of Tn lie in ray(Θ0) and the least
favourable limiting null distribution is that of TR which is the same as that for testing over
union of two quadrants. Note that the null distribution of Tn at the origin is a function of
dependent χ2

1 RVs in the first case but a function of independent χ2
1 RVs in the latter case.
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Figure 2: Stochastic ordering between TO and TR for various no. of cones (K)
and values of interior angles (η)

5.2. Examples from the literature

We conclude this section by providing some examples of relevant testing problems
in R2 which have appeared in the literature. These examples illustrate the application of
Theorems 3–5 and show the simplicity and superiority (in power) of our testing procedure
as compared to those in the literature.

Example 5: Consider first testing the hypotheses H0 : min{|θ1|, |θ2|} = 0 against H1 :
min{|θ1|, |θ2|} > 0. Variants of this problem have been studied by Cohen et al. (1983) and
Berger (1997) where the IUT had been advocated. Note that by setting C1 = {θ : θ1 ≥
0, θ2 = 0}, C2 = {θ : θ1 = 0, θ2 ≥ 0}, C3 = {θ : θ1 ≤ 0, θ2 = 0} and C4 = {θ : θ1 = 0, θ2 ≤ 0}
we can reformulate the problem as in (1). Next, it is clear that the statistic (3) reduces
to Tn = min{S2

n,1, S2
n,2}. The least favourable null value and distribution are θ = 0 and

χ2
1,1(π/2) respectively and the critical value is the

√
1 − α quantile of a χ2

1 RV. Since the
cones are congruent, Tn is the same as the IUT by Theorem 1 but more powerful than the
IUT by Theorem 5.

Example 6: Laska and Meisner (1989) tested (1) with Ci = {θ ∈ Rm : θi ≤ 0}. In their
formulation θi = µ0 − µi where µ0 is the mean response under treatment T0 and µi is the
mean response under treatment Ti. Thus under the null some treatments are superior to T0
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whereas under the alternative all treatments are inferior to T0. This problem is known in the
literature as the sign testing problem and has received considerable attention (e.g., Berger
(1982) and Cohen et al. (1983)). It is easy to verify that when m = 2 this testing problem
can be reformulated as H0 : θ ∈ Q2 ∪ Q3 ∪ Q4 and H1 : θ ∈ Q1 where Q1, . . . , Q4 denote
the quadrants of R2 in clockwise direction. Interestingly, this problem is the complement
of a Type B problem since Θ1 is a single convex cone. Berger (1982) proposed testing H0
against H1 using the IUT. The LRT for this problem is Tn = min{S2

n,1, S2
n,2}I(Sn ∈ Q1).

Since ρ = 3π/2, by Theorem 4 the least favourable limiting null values of Tn are in ray(Θ0),
i.e., the rays defining the first quadrant, and the least favourable limiting null distribution is
1
2χ2

0 + 1
2χ2

1. By Theorem 5, the proposed test is more powerful than the IUT although they
are identical by Theorem 1 due to congruence of the cones.

Example 7: Gail and Simon (1985) as well as Silvapulle (2001) tested (1) for K = 2 where
C1 = {θ ∈ Rm : θ ≥ 0} and C2 = {θ ∈ Rm : θ ≤ 0}. Here θi is the difference between
the mean responses to treatments T1 and T2, say, in the ith group where i = 1, . . . , m. If T1
is more beneficial than T2 (θi ≥ 0) in some groups but more harmful than T2 (θi ≤ 0) in
others, it is said that there is crossover interaction between treatments and groups. Thus
under the null there is no crossover interaction whereas under the alternative, there is such
interaction. The hypotheses of interest in R2 are H0 : θ ∈ C1 ∪ C2 and H1 : θ ̸∈ C1 ∪ C2
where C1 and C2 are the non-negative and the non-positive quadrants. By Theorem 2, the
test statistic is given by Tn = min{S2

n,1, S2
n,2}I(Sn ̸∈ C1 ∪ C2). Since ρ = π, by Theorem 4

the least favourable limiting null values of Tn lie in ray(Θ0) and the least favourable limiting
null distribution is 1

2χ2
0 + 1

2χ2
1. Gail and Simon (1985) and Silvapulle (2001) did not assume

that the variance is known but their statistic is of the same form as the LRT Tn.

Example 8: Berger (1989) and Liu and Berger (1995) tested (1) with Ci = {θ ∈ Rm : bT
i θ ≤

0} where θ is the mean vector of a multivariate normal distribution and bis are non-redundant
vectors. If θ denotes a vector of means then under the null some linear combinations, e.g.,
contrasts, are negative whereas under the alternative, all linear combinations are positive.
Consider the above problem in R2 where Ci = {θ ∈ R2 : bT

i θ ≤ 0} (a half-space), θ is
the mean vector of a bivariate normal distribution and bis are non-redundant vectors. Here
Θ0 is a union of multiple convex cones whereas Θ1 is a single convex cone, which is the
complement of a Type B problem. Berger (1989) and Liu and Berger (1995) applied the
IUT to this problem. The LRT statistic Tn is given by (3). Since ρ > π, by Theorem 4
the least favourable asymptotic null values of Tn lie in ray(Θ0) and the least favourable
asymptotic null distribution is 1

2χ2
0 + 1

2χ2
1. By Theorem 5, the proposed test based on Tn is

uniformly more powerful than the IUT.

6. Simulation study

We performed a small simulation study comparing the power of the LRT to that of
the IUT. We considered K = 2 cones and both congruent (C) as well as non-congruent (NC)
pairs of cones. See Table 1 for the settings of the study. We fixed n = 100 and α = 0.05.
The critical values were computed by simulation at the least favourable null values. For
computing power, the point in the alternative for union of quadrants is of the form (θ1, θ2)
where θ1 and θ2 have different signs; otherwise it is of the form (0, θ2) where θ2 > 0. These
points were chosen so that the LRT has a power of around 0.8. From Table 2 it is observed
that in each of the settings in Table 1 the LRT is more powerful than the IUT for congruent
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Table 1: Congruent and Non-congruent pairs of cones under various settings

Settings Geometry Type Cones
1 ρ = π Congruent {θ1 ≥ 0, θ2 ≥ 0},{θ1 ≤ 0, θ2 ≤ 0}
2 ρ = π Non-congruent {θ2 ≥ −

√
3θ1, θ2 ≤

√
3θ1},{

√
3θ2 ≥ θ1,

√
3θ2 ≤ −θ1}

3 ρ > π Congruent {θ2 ≥ −θ1, θ2 ≤ 2θ1},{θ2 ≥ θ1, θ2 ≤ −2θ1}
4 ρ > π Non-congruent {θ2 ≥ −θ1, θ2 ≤ 3θ1},{θ2 ≥ θ1, θ2 ≤ −2θ1}
5 τ = π Congruent {θ2 ≥ θ1, θ2 ≤ 2θ1},{θ2 ≥ −θ1, θ2 ≤ −2θ1}
6 τ = π Non-congruent {θ2 ≥ θ1, θ2 ≤ 2.1θ1}, {θ2 ≥ −θ1, θ2 ≤ −2θ1}
7 τ > π Congruent {4θ2 ≥ θ1, 3θ2 ≤ θ1},{4θ2 ≥ −θ1, 3θ2 ≤ −θ1}
8 τ > π Non-congruent {4θ2 ≥ θ1, 3θ2 ≤ θ1},{4θ2 ≥ −θ1, 2θ2 ≤ −θ1}

as well as non-congruent pairs of cones. Although not reported in Table 2, it is observed
that the powers of the LRT and the IUT decrease or increase as θ is closer to or further from
0. Moreover the ratio of the power of the LRT to that of the IUT increases or decreases as
θ is closer to or further from 0, and equals 1 for large θ.

Table 2: Powers of LRT (PLRT) and IUT (PIUT) under settings in Table 1 for
α = 0.05 and selected θ ∈ Θ1

Settings θ PLRT PIUT

1 (-0.29,0.29) 0.8009 0.6814
2 (0,0.5) 0.8014 0.6988
3 (0,0.66) 0.8084 0.6623
4 (0,0.82) 0.8069 0.6863
5 (0,0.75) 0.8042 0.7367
6 (0,0.76) 0.7989 0.7299
7 (0,0.32) 0.8080 0.7023
8 (0,0.33) 0.8021 0.6894

7. Discussion

As noted in the introduction, the existing literature has focused on testing (1) in
situations where the null parameter space is either a linear subspace or single convex cone.
In this paper, we develop a general framework to address multiple cone problems in two
dimensions. We consider situations where the null parameter space can be expressed as the
union of multiple closed convex cones in R2, which encompasses a large class of problems.
We propose a test statistic which is equivalent to the LRT under normality and coincides
with the the IUT in some special cases. Since the finite sampling distributions of these test
statistics usually do not have closed-form expressions, we derive their asymptotic null distri-
butions. We also obtain their least favourable asymptotic null values and the corresponding
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least favourable asymptotic null distributions based on the geometry of the cones. These
distributions are used to determine the size α critical values, which depend on the stochastic
ordering of the test statistics. Finally, we show that our tests are uniformly more powerful
than the conventional IUTs discussed in the literature. In future, we hope to address the
more challenging problem of testing (1) for arbitrary convex cones in any finite dimension.

In fact the scope of (1) is much broader than the references in Sections 1 and 3. Some
important classes of problems which can be formulated as (1) in higher dimensions include
problems of model selection arising in order restricted inference (Mack and Wolfe (1981),
Pan and Wolfe (1996), Pan (1997), Rueda et al. (2016), Wei et al. (2019), Panda (2019),
Larriba et al. (2016), Larriba et al. (2020), Peddada et al. (2003), Peddada et al. (2005));
problems in the theory of ranking and selection; and problems in mathematical psychology
which involve the verification of transitivity axioms underlying social choice theory (Oliveira
et al. (2018), Iverson and Falmagne (1985), Tversky (1969), Regenwetter et al. (2011), Davis-
Stober (2009), Myung et al. (2005), Heck and Davis-Stober (2019)). For example, in the
theory of ranking and selection, Nettleton (2009) considered the problem of testing for the
supremacy of a multinomial cell probability. The supremacy of the Kth cell probability
is established by rejecting the null hypothesis H0 : θK ≤ max{θ1, . . . , θK−1} where θ =
(θ1, . . . , θK)T denotes the vector of multinomial cell probabilities. Clearly the null can be
rewritten as H0 : θ ∈ ⋃K−1

j=1 Cj, where Cj = {θ ∈ P : θK ≤ θj} and P is the set of K-
dimensional probability vectors whose components sum to 1.
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APPENDIX

PROOFS

Proof of Theorem 1:

Proof: Since S ∼ N2(θ, Σ), the kernel of the log-likelihood is given by

l(θ) = −1
2(S − θ)T Σ−1(S − θ) = −1

2∥S − θ∥2
Σ. (17)

It follows that the global, unrestricted MLE of θ is θ̂ = S and

l(θ̂) = 0. (18)

The restricted MLE solves

θ̃ = arg max{l(θ) : θ ∈
K⋃

i=1
Ci} = arg min{∥S − θ∥2

Σ : θ ∈
K⋃

i=1
Ci}

= arg min{∥S − θ∥2
Σ : θ ∈ {θ̃1, . . . , θ̃K}}

where for i = 1, . . . , K we define θ̃i = arg min{∥S − θ∥2
Σ : θ ∈ Ci} which is nothing but the

projection of S on Ci with respect to Σ denoted by ΠΣ(Sn | Ci). In other words

θ̃ = arg min{∥S − ΠΣ(S | Ci)∥2
Σ : i ∈ {1, . . . , K}}, (19)

so
l(θ̃) = −1

2 min{∥S − ΠΣ(S | Ci)∥2
Σ : i ∈ {1, . . . , K}}. (20)

Now the LRT statistic is given by

Λ = 2{l(θ̂) − l(θ̃)}

which, using (18) and (20), reduces to

Λ = min{∥S − ΠΣ(S | Ci)∥2
Σ : i ∈ {1, . . . , K}} (21)

as claimed in (21) with Sn replaced by S.



60
SPECIAL ISSUE IN MEMORY OF PROF. C R RAO

SAYAN GHOSH AND ORI DAVIDOV [Vol. 22, No. 3

Now note that testing (1) is equivalent to testing
K⋃

i=1
H

(i)
0 versus

K⋂
i=1

H
(i)
1 where H

(i)
0 :

θ ∈ Ci and H
(i)
1 : θ ̸∈ Ci. It is clear that the LRT statistic for individual tests H

(i)
0 versus

H
(i)
1 , each of which is a Type B problem (Silvapulle and Sen (2004)), is Λ(i) = ∥S − θ̃i∥2 =

∥S −ΠΣ(S | Ci)∥2. Since the least favourable null value for any Type B problem is the origin
H

(i)
0 is rejected if Λ(i) is larger than c(i)

α , the 1 − α quantile of the RV
K∑

k=1
wk(Ci, Σ)χ2

k. (22)

The IUT rejects the null in (1) if and only if Λ(i) > c(i)
α for every i. Note that c(i)

α = c(j)
α if

and only if the weights in (22) satisfy wk(Ci, Σ) = wk(Cj, Σ) for all k = 1, . . . , K or in other
words that all cones are congruent. Since the critical values c(i)

α are equal for each of the K
tests, it follows that the IUT statistic is

min{Λ(1), . . . , Λ(K)},

which is the same as the LRT statistic in (21) as a function of S.

Proof of Theorem 2:

Proof: By Theorem 1 the LRT statistic for (4) is (3) which reduces to

T = min{∥S − Π(S | C1)∥2
2, ∥S − Π(S | C2)∥2

2}. (23)

Note that when S ∈ C1 then Π(S | C1) = S so ∥S − Π(S | C1)∥2
2 = 0 and similarly when

S ∈ C2. Thus if S ∈ C1 ∪ C2 then T = 0. Next, if S /∈ C2 ∪ C2 then for i ∈ {1, 2},
Π(S | Ci) = (S1, 0)T or (0, S2)T so ∥S − Π(S | Ci)∥2

2 = S2
1 or S2

2 . Consequently,

T = min{S2
1 , S2

2}I(S /∈ C1 ∪ C2)

as claimed. Let c > 0. Then for any θ ∈ R2 we have

Pθ(T ≥ c) = Pθ(min{S2
1 , S2

2} ≥ c, S /∈ C1 ∪ C2)
= Pθ(S2

1 ≥ c, S2
2 ≥ c, S1 ≥ 0, S2 ≤ 0) + Pθ(S2

1 ≥ c, S2
2 ≥ c, S1 ≤ 0, S2 ≥ 0)

= Pθ(S1 ≥
√

c)Pθ(S2 ≤ −
√

c) + Pθ(S1 ≤ −
√

c)Pθ(S2 ≥
√

c)
= [1 − Φ(

√
c − θ1)]Φ(−

√
c − θ2) + Φ(−

√
c − θ1)[1 − Φ(

√
c − θ2)]. (24)

Here, as usual, ϕ(·) and Φ(·) denote the density and distribution function of a standard
normal RV. Denote Pθ(T ≥ c) by H(θ) = H(θ1, θ2). Our goal is to maximize H(θ1, θ2) over
(θ1, θ2) ∈ Θ0. We will first show that if θ ∈ C1 and θ1 > θ2 > 0 then

H(θ1, θ2) < H(θ1, 0). (25)

Since θ1 > θ2 > 0, it follows that

H(θ1, 0) − H(θ1, θ2) = [1 − Φ(
√

c − θ1)][Φ(−
√

c) − Φ(−
√

c − θ2)]
− Φ(−

√
c − θ1)[Φ(

√
c) − Φ(

√
c − θ2)]

> [1 − Φ(
√

c − θ2)][Φ(−
√

c) − Φ(−
√

c − θ2)]
− Φ(−

√
c − θ2)[Φ(

√
c) − Φ(

√
c − θ2)]. (26)
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Let p = 1 − Φ(
√

c − θ2), q = Φ(−
√

c) − Φ(−
√

c − θ2), r = Φ(−
√

c − θ2) and s = Φ(
√

c) −
Φ(

√
c − θ2). Thus establishing (25) is equivalent to showing that pq > rs or p/s > r/q.

Observe that p, q, r and s are all strictly positive. Furthermore p > q, p > r, p > s,
s > q and p > q + r, from which we deduce that p/s > (q + r)/s. It follows that showing
(q + r)/s > r/q will complete the proof of (25). Suppose the latter does not hold, i.e.,
(q + r)/s ≤ r/q which in turn implies that q2 ≤ r(s − q) < 0. Since q > 0, we have a
contradiction. Thus (q + r)/s > r/q and consequently pq > rs so (25) holds. A similar
argument can be used to show that if θ ∈ C1 which satisfy θ2 > θ1 > 0 then

H(θ1, θ2) < H(0, θ2). (27)

Next we consider the case where θ1 = θ2 = θ > 0. Now,

H(θ, θ) = 2Φ(−
√

c − θ))Φ(−
√

c + θ) < 2[Φ(−
√

c)]2 = H(0, 0),

where the inequality above is a consequence of the log–concavity of Φ(·) (see Saumard and
Wellner (2014)). Thus,

H(θ, θ) < H(0, 0). (28)
It follows from (25), (27) and (28) that for any θ in the interior of C1 there exists a θ∗ on
the boundary of C1 for which

H(θ∗) > H(θ). (29)
Repeating the above arguments we can show that (29) holds also for θ ∈ C2. Thus
supθ∈Θ0 H(θ) is attained on the set {(0, x) ∪ (x, 0) : x ∈ R}, i.e., the boundary of Θ0.
Next consider the function H(θ1, 0) with θ1 ≥ 0. Clearly,

H(θ1, 0) = Φ(−
√

c)[1 − Φ(
√

c − θ1) + Φ(−
√

c − θ1)] (30)

and therefore
∂

∂θ1
H(θ1, 0) = Φ(−

√
c)[ϕ(

√
c − θ1) − ϕ(−

√
c − θ1)] ≥ 0

since ϕ(
√

c − θ1) ≥ ϕ(−
√

c − θ1) whenever θ1 ≥ 0. This implies that

sup
θ1≥0

H(θ1, 0) = lim
θ1→∞

H(θ1, 0) = Φ(−
√

c) = 1 − Φ(
√

c) = P(N (0, 1) ≥
√

c) = 1
2P(χ2

1 ≥ c).

Since the function H(θ1, θ2) is permutation invariant and odd we have

sup
θ1≥0

H(θ1, 0) = sup
θ1≤0

H(θ1, 0) = sup
θ2≥0

H(0, θ2) = sup
θ2≤0

H(0, θ2) = 1
2P(χ2

1 ≥ c). (31)

Furthermore it is easy to see that:
lim

θ1→∞
P(θ1,0)(T = 0) = lim

θ1→−∞
P(θ1,0)(T = 0) = lim

θ2→∞
P(0,θ2)(T = 0) = lim

θ2→−∞
P(0,θ2)(T = 0)

= 1
2χ2

0.

(32)
It now follows from (31) and (32) that for c ≥ 0

sup
θ∈Θ0

Pθ(T ≥ c) = 1
2P(χ2

0 ≥ c) + 1
2P(χ2

1 ≥ c). (33)

as claimed.
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Proof of Lemma 1:

Proof: Note that Rij, R′
ij and R′′

ij denote regions between the boundaries of adjacent cones
or their polar cones. Since there are K such regions, we have N + N ′ + N ′′ = K. The upper
bound for each summand is attained if all the regions between various pairs of adjacent cones
are of the same type. If the angle between every pair of adjacent cones is less than π/2, then
there are K regions of the type Rij, i.e., N ≤ K. If the angle between every pair of adjacent
cones is between π/2 and π, then we have K ≤ 3 and hence at most 3 regions of the type
R′

ij, i.e., N ′ ≤ 3. If the angle between some pair of adjacent cones is greater than π, then
the angles between all other pairs of such cones are each less than π. Hence there is at most
one region of the type R′′

ij, i.e., N ′′ ≤ 1. Suppose now that N ′′ = 1. If the angles between
all other pairs of adjacent cones are each less than π/2, then there are K − 1 regions of the
type Rij, i.e., N ≤ K − 1. Moreover there can be at most one other pair of adjacent cones
with an angle between π/2 and π between them, and hence at most one region of the type
R′

ij, i.e., N ′ ≤ 1.

Proof of Lemma 2:

Proof: First note that d2(S, ray(u)) = (uT
∗ S)2 and similarly d2(S, ray(v)) = (vT

∗ S)2. Since
S ∼ N2(0, I, both (uT

∗ S)2 and (vT
∗ S)2 are distributed as χ2

1 RVs. Moreover the correlation
coefficient between uT

∗ S and vT
∗ S is uT

∗ v∗. Since ∡(u∗, v∗) = π − ∡(u, v) = π − γ, we have
uT

∗ v∗ = cos(∡(u∗, v∗)) = cos(π−γ) = − cos(γ). Let D1 = uT
∗ S and D2 = vT

∗ S so Var(D1) =
Var(D2) = 1 and the correlation coefficient between D1 and D2 is uT

∗ v∗ = − cos(γ). Further
we have χ2

1,1(γ) = min{D2
1, D2

2} which is a function of the length of S. Since S ∼ N2(0, I),
the length and direction of S are independently distributed. Thus

P(χ2
1,1(γ) ≥ c, S ∈ R) = P(S ∈ R)P(χ2

1,1(γ) ≥ c)

= γ

2π
P(min{D2

1, D2
2} ≥ c)

= γ

2π
P(D2

1 ≥ c, D2
2 ≥ c)

= γ

2π
[1 − P(−

√
c ≤ D1 ≤

√
c) − P(D1 ≤ −

√
c, −

√
c ≤ D2 ≤

√
c)

− P(D1 ≥
√

c, −
√

c ≤ D2 ≤
√

c)]

= γ

2π
[P(D1 ≥

√
c, D2 ≥

√
c) + P(D1 ≥

√
c, D2 ≤ −

√
c)

+ P(D1 ≤ −
√

c, D2 ≥
√

c) + P(D1 ≤ −
√

c, D2 ≤ −
√

c)]

where (D1, D2)T has a bivariate normal distribution with mean 0, unit variances and corre-
lation − cos(γ).

Proof of Theorem 3:

Proof: Recall that the LRT statistic Tn for (1) is

Tn = min{n∥Sn − Π(Sn | C1)∥2, . . . , n∥Sn − Π(Sn | CK)∥2}, (34)
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which minimizes the squared distance between Sn and each of the K cones. If Sn ∈ Ci for
any i, then Π(Sn | Ci) = Sn, thus Tn = 0. If Sn lies in Ri(ui) for some i, then Π(Sn | Ci) =
(uT

i Sn)ui and ∥Sn − Π(Sn | Cr)∥2 > ∥Sn − Π(Sn | Ci)∥2 where r ̸= i, thus Tn = n(uT
i∗Sn)2.

Similarly Tn can be obtained for Sn lying in Ri(vi) or Rj(uj) or Rj(vj). If Sn lies in Rij

or R′
ij for some (i, j) ∈ P , then Π(Sn | Ci) = (vT

i Sn)vi and Π(Sn | Cj) = (uT
j Sn)uj. Also

∥Sn − Π(Sn | Cr)∥2 > max{∥Sn − Π(Sn | Ci)∥2, ∥Sn − Π(Sn | Cj)∥2} where r ̸∈ {i, j}, thus
Tn = min{n(uT

j∗Sn)2, n(vT
i∗Sn)2} Finally if Sn ∈ R′′

pq, then Sn ∈ C0
i and Π(Sn | Ci) = 0 for

every i, thus Tn = n∥Sn∥2. To summarize,

Tn =


0 if Sn ∈ Ci

min{n(uT
j∗Sn)2, n(vT

i∗Sn)2} if Sn ∈ Rij or R′
ij

n(uT
i∗Sn)2 or n(vT

i∗Sn)2 if Sn ∈ Ri(ui) or Ri(vi)
n∥Sn∥2 if Sn ∈ R′′

pq

(35)

for all (i, j) ∈ P . Next, we evaluate the limiting distribution of Tn for various values of
θ ∈ Θ0. Suppose first that θ ∈ int(Θ0), i.e., θ lies in the interior of Θ0. If so, the ball
B(θ, δ) is a subset of int(Θ0) for some δ > 0. Since Sn is consistent for θ it follows that
P(Sn ∈ B(θ, ϵ)) → 1 as n → ∞ for all ϵ < δ. Therefore Tn

p−→ 0 and consequently θ ∈ int(Θ0)
implies that

Tn ⇒ χ2
0, (36)

as n → ∞. Next, consider the situation when θ ∈ ray(Θ0). Without loss of generality let
θ = λu1 for some fixed λ > 0, i.e., θ lies on one of the rays generating the cone C1. The ray
through θ partitions B(θ, ϵ) into two half circles B1 ⊂ C1 and B2 ⊂ R1(u1). Observe that
B1 − θ = θ − B2 where B1 − θ = {S − θ | S ∈ B1} and θ − B2 = {θ − S | S ∈ B2}. The
distribution of Sn is spherically symmetric around θ so Sn − θ

d= θ − Sn. Consequently,

P(Sn ∈ B1) = P(Sn − θ ∈ B1 − θ) = P(Sn − θ ∈ θ − B2)
= P(θ − Sn ∈ θ − B2) = P(Sn − θ ∈ B2 − θ) = P(Sn ∈ B2).

Moreover, since Sn is consistent for θ we have P(Sn ∈ B(θ, ϵ)) → 1 so P(Sn ∈ B1) = P(Sn ∈
B2) → 1/2 as n → ∞. Thus, P(Sn ∈ C1) = P(Sn ∈ R1(u1)) = 1/2 + oP (1) and the LRT
statistic equals

Tn = 0 × I(Sn ∈ C1) + n(uT
1∗Sn)2 × I(Sn ∈ R1(u1)) + oP (1).

Observe that Sn = θ + Z̄n where Z̄n is the average of n IID N2(0, I) RVs as n → ∞. It
follows that

n(uT/
1∗ Sn)2 = n(uT

1∗(θ + Z̄n))2 = n(uT
1∗(λu + Z̄n))2 = (uT

1∗(
√

nZ̄n))2 ⇒ χ2
1

and therefore, if θ = λu1

Tn ⇒ 1
2χ2

0 + 1
2χ2

1. (37)
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Obviously (37) remains unchanged if θ lies on any other ray of Θ0 \ {0}. Finally, suppose
θ = 0. Here

√
nSn ∼ N2(0, I) as n → ∞ which is spherically symmetric so the direction

and length of Sn are statistically independent. We have already seen that n(uT
j∗Sn)2 and

n(vT
i∗Sn)2 are each distributed as a χ2

1 RV whereas n∥Sn∥2 is distributed as a χ2
2 RV as

n → ∞. It follows from (35) that: (i) if

Sn ∈
K⋃

i=1
Ci,

an event that has probability ρ/2π, then Tn ⇒ χ2
0; (ii) if (i, j) ∈ P and Sn ∈ Rij or R′

ij, an
event that has probability γij/2π, then Tn ⇒ χ2

1,1(γij); (iii) if (i, j) ∈ P and

Sn ∈
⋃

(i,j)∈P
(Ri(ui) ∪ Ri(vi) ∪ Rj(uj) ∪ Rj(vj)),

an event that has probability τ/2π, then Tn ⇒ χ2
1; and (iv) if Sn ∈ R′′

pq, an event that has
probability γpq/2π, then Tn ⇒ χ2

2. Putting it all together we find that when θ = 0, we have

Tn ⇒ ρ

2π
χ2

0 +
∑

(i,j)∈P

γij

2π
χ2

1,1(γij) + τ

2π
χ2

1 + γpq

2π
χ2

2. (38)

Equations (36), (37) and (38) establish the result.

Proof of Theorem 4:

Proof: First we prove that the given conditions are sufficient. Recall that for any c ≥ 0

P(TR ≥ c) = 1
2P(χ2

0 ≥ c) + 1
2P(χ2

1 ≥ c) (39)

and

P(TO ≥ c) = ρ

2π
P(χ2

0 ≥ c) +
∑

(i,j)∈P

γij

2π
P(χ2

1,1(γij) ≥ c) + τ

2π
P(χ2

1 ≥ c) + γpq

2π
P(χ2

2 ≥ c), (40)

where τ or γpq may be equal to 0. If τ ≥ π then both

(AO) τ

2π
≥ 1

2 and (BO) ρ

2π
<

1
2

hold. By (BO) the first two terms on the right hand side of (40) are larger than the first
term on the right hand side of (39). By (AO) the same is true when comparing the last two
terms in (40) to the second term of (39). Therefore P(TO ≥ c) > P(TR ≥ c) so

TO ⪰st TR.

Hence, we conclude that the least favourable limiting null distribution for Tn is that of TO

when τ ≥ π.
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Now suppose that ρ ≥ π then γpq = 0. This is because if γpq > 0, then τ ≥ π so
ρ < π. We have

(AR) ρ

2π
≥ 1

2 and (BR)
∑

(i,j)∈P
γij + τ ≤ π.

Hence,

P(TO ≥ c) = ρ

2π
P(χ2

0 ≥ c) +
∑

(i,j)∈P

γij

2π
P(χ2

1,1(γij) ≥ c) + τ

2π
P(χ2

1 ≥ c)

<
1
2P(χ2

0 ≥ c) +
∑

(i,j)∈P γij + τ

2π
P(χ2

1 ≥ c)

≤ 1
2P(χ2

0 ≥ c) + 1
2P(χ2

1 ≥ c) = P(TR ≥ c)

where the first inequality is a consequence of (AR) and the second of (BR). Thus

TR ⪰st TO,

i.e., the least favourable limiting null distribution for Tn is that of TR when ρ ≥ π.

Next we prove that the above conditions are necessary. Suppose first that τ < π.
Then γpq = 0 since γpq > 0 implies τ ≥ π. For c > 0, we have

P(TO ≥ c) − P(TR ≥ c) =
∑

(i,j)∈P

γij

2π
P(χ2

1,1(γij ≥ c) + ( τ

2π
− 1

2)P(χ2
1 ≥ c)

< (
∑

(i,j)∈P

γij

2π
+ τ

2π
− 1

2)P(χ2
1 ≥ c)

=
∑

(i,j)∈P γij + τ − π

2π
P(χ2

1 ≥ c)

= π − ρ

2π
P(χ2

1 ≥ c). (41)

If ρ ≥ π then the RHS of (41) is negative so P(TO ≥ c) < P(TR ≥ c) for all c > 0.
However, if ρ < π then the RHS of (41) is positive. So there is at least one c > 0 satisfying
P(TO ≥ c) < P(TR ≥ c). Thus the condition τ ≥ π is necessary for the limiting null
distribution of Tn to be that of TO.

Finally suppose that ρ < π. If γpq > 0, then τ ≥ π so P(TR ≥ c) < P(TO ≥ c) for all
c > 0 as shown earlier. If γpq = 0 then using (41), we have for c > 0

P(TO ≥ c) − P(TR ≥ c) =
∑

(i,j)∈P

γij

2π
P(χ2

1,1(γij ≥ c) + ( τ

2π
− 1

2)P(χ2
1 ≥ c)

> ( τ

2π
− 1

2)P(χ2
1 ≥ c). (42)

If τ ≥ π then the RHS of (42) is positive so P(TR ≥ c) < P(TO ≥ c) for all c > 0.
However if τ < π then the RHS of (42) is negative. So there is at least one c > 0 satisfying
P(TR ≥ c) < P(TO ≥ c). Thus the condition ρ ≥ π is necessary for the limiting null
distribution of Tn to be that of TR.



66
SPECIAL ISSUE IN MEMORY OF PROF. C R RAO

SAYAN GHOSH AND ORI DAVIDOV [Vol. 22, No. 3

Proof of Theorem 5:

Proof: Let Λ(i) denote the LRT statistic for testing H
(i)
0 : θ ∈ Ci against H

(i)
1 : θ ̸∈ Ci and

let c(i)
α denote its critical value. Clearly, (cf. Silvapulle and Sen (2004)) c(i)

α is the 1 − α
quantile of the RV

ρi

2π
χ2

0 + 1
2χ2

1 + π − ρi

2π
χ2

2. (43)

The size α IUT rejects the null
K⋃

i=1
H

(i)
0 if and only if Λ(i) > c(i)

α for every i. Recall that the
size α LRT for (1) rejects the null if Tn > cα where cα is its critical value as discussed in
Section 3. The cones C1, . . . , CK satisfy one of three possibilities: (I) ρ ≥ π; (II) τ ≥ π; or
(III) ρ < π, τ < π. If (I) holds then by Theorems 3 and 4 the asymptotic critical value for
Tn is the 1 − α quantile of the RV

1
2χ2

0 + 1
2χ2

1. (44)

It follows that cα < min{c(1)
α , . . . , c(K)

α } so the LRT has higher power than the IUT. If (II)
holds then the asymptotic critical value for Tn is the 1 − α quantile of the RV

ρ

2π
χ2

0 +
∑

(i,j)∈P

γij

2π
χ2

1,1(γij) + τ

2π
χ2

1 + γpq

2π
χ2

2. (45)

Observe that
∑

(i,j)∈P

γij

2π
χ2

1,1(γij) + τ

2π
χ2

1 + γpq

2π
χ2

2 ⪯st

∑
(i,j)∈P γij + τ

2π
χ2

1 + γpq

2π
χ2

2 (46)

and since (II) holds we have∑
(i,j)∈P γij + τ

2π
χ2

1 + γpq

2π
χ2

2 ⪯st
1
2χ2

1 + π − ρ

2π
χ2

2 (47)

where the upper bound on the left hand side of (47) is attained when τ along with all γij ∈ P
are minimized and γpq is maximized. Combining (46) and (47), we conclude that the RV in
(45) is stochastically smaller than the RV

ρ

2π
χ2

0 + 1
2χ2

1 + π − ρ

2π
χ2

2 (48)

which is itself stochastically smaller than the RV in (43). Thus cα < min{c(1)
α , . . . , c(K)

α } so
the LRT is more powerful than the IUT. Finally if (III) holds then cα is the 1 − α quantile
of the RV in (44) for some values of α and of the RV in (45) for others so the LRT is more
powerful. Note that in each of the three cases the rejection probability of the null for the
LRT is greater than that for the IUT for all values of θ ∈ Θ1 so the LRT is asymptotically
uniformly more powerful than the IUT for (1).
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