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Abstract

This paper addresses the problem of estimation of population mean of a sensitive variable
under investigation using scrambled randomized response mechanism in presence of non-
sensitive auxiliary variable at current move in two occasion successive sampling. The proposed
estimator is studied under scrambled randomized response models. The detail properties of the
suggested estimators have been provided. To measure the scrambled model effect the
envisaged estimators are compared with direct estimators. Optimum replacement policy has
been elaborated. Numerical study is carried out to demonstrate the applicability of the
propounded estimators and hence appropriate recommendations are given.
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1. Introduction

Surveys covering human population associated with sensitive issues, for instance, drug
addiction, induced abortion, HIV infection status, excessive gambling, incidence of domestic
violence, illegitimacy of offspring, drinking and driving, social security frauds, tax evasion,
substance abuse, alcoholism, illegal income and AIDS efc. need to be addressed in social,
psychological, socioeconomic and biometric research. In such cases employing the derived
method of interview, people do not respond truthfully on even refuse to respond owing to social
stigma and/ or fear. Under such circumstances, to gather valid and reliable data, protect
respondent confidentiality and avoid unacceptable rate of non-response, randomized response
procedures pioneered by Warner (1965) may be employed. Later Horvitz et al. (1967),
Greenberg et al. (1969), Chaudhari and Mukerjee (1988), Kuk (1990), Mangat and Singh
(1990), Christofides (2003), Mangat (1994), Arnab (2011) and Chaudhari and Christofides
(2013) introduced various other devices for obtaining information on sensitive questions.

Pollock and Bek (1976) and Eichhorn and Hayre (1983) have made initial efforts to take
sword of scrambled response technique ahead. Later various authors including Singh and
Joardar (1996), Bar-Lev et al. (2004), Saha (2007), Diana and Perri (2012), Gjestvang and
Singh (2009), Odumade and Singh (2009), Singh and Mathur (2005), Singh and Kim (2007),
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Tarray and Singh (2015), Arcos et al. (2015), Singh and Gorey (2017), and many more have
discussed the problem of estimating the population mean of a sensitive variable under
scrambled randomized response model.

It is to be mentioned that the above work done for single time survey associated with
sensitive character analysis; instead, these issues need to be tracked constantly over time so
that reflection of actual scenario in society associated with sensitive issues as well as changed
level of sensitivity of issues with respect to time may be understood in a better way [see
Priyanka and Trisandhya (2018)]. Interesting aspect of the scrambled response mechanism is
that it can be used to protect the anonymity of individuals who have provided sensitive
information. In such situations, the use of successive sampling scheme can be attractive
alternative to improve the estimators of level at a point in time or to measure the change
between two time points. Arnab and Singh (2013, pp. 2499-2500) have given the following
examples well suited to the above mentioned situations: (i) A police department may be
interested to know the average number of rapes in a large city during a particular year or a
change in the number of rapes over a period of couple of years; (ii) A university administration
may be interested to know the total amount of a particular drug used by students in a particular
year, and after educating students about the adverse effect of drug use on health and society, if
there is any significant change in the total drug use on campus or not; (iii) A social organization
could be interested to know the proportion of those people who truly quit the drug after
attending a lecture or seminar or after taking a medication.

Jessen (1942) first introduced the successive sampling procedure on two occasions to
estimate the mean on the most recent (current) occasion. Later several authors including
Patterson (1950), Narain (1953), Singh (1968), Ghangurde and Rao (1969), Sen (1973), Okafor
and Arnab (1987), Biradar and Singh (2001), Singh and Priyanka (2008), Singh et al. (2008),
Singh and Vishwakarma (2007, 2009), Singh and Pal (2017) efc. have paid their attention
toward the estimation of mean on current occasion using successive sampling. Arnab and Singh
(2013), and Yu et al. (2015), have used randomized response technique to deal with sensitive
issues on successive occasion. Singh ef al. (2017) applied scramble response procedure using
Patterson (1950) method to tackle sensitive issues on successive occasion. Assuming non-
sensitive additional auxiliary information is available at both occasions, Priyanka et al. (2017)
and Priyanka and Trisandhya (2018, 2019) have employed both randomized and scramble
response procedure to cope up with the studies related to sensitive issues on successive
occasions. For example, we consider a situation, where an investigator is interested in
estimating the average monthly expenditure on drug usage by undergraduate students in the
current year 2016 (i.e. at second occasion) designated as the study variable y, then the auxiliary
variable x may be taken as the average monthly expenditure on drug usage by undergraduate
students in the year 2015 (i.e. at first occasion) and the average monthly pocket money of
undergraduate students from all sources in the year 2015 may be taken as a non-sensitive
additional auxiliary variable z. Here non-sensitive auxiliary data are available at both
occasions. Hence this led authors to propose a class of estimators for estimating sensitive
population mean of a sensitive variable at current occasion in two occasions successive
sampling using non-sensitive auxiliary information. To deal with sensitive issues, randomized
response technique due to Gjestvang and Singh (2009) has been applied. The detail properties
of the suggested class of estimators have been discussed. Numerical illustration is given in
support of the present study.
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2. Survey Strategies and Analysis
2.1. Sampling procedure

Let Q= (Ql Qs Q N) be a finite population of size N, which has been sampled over

two occasions to estimate the population mean of sensitive variable at current occasion. It is
supposed that the units of the population are unchanged over two occasions i.e. the sampling
frame remain the same there by meaning is that no new units are added or deleted from the
population. The character under investigation is sensitive variable designated by x(y) on the
first (second) occasion and z is a non-sensitive auxiliary variable available at both occasions.
At the first occasion, a sample of 7 units is drawn from the population 2 by simple random
sampling without replacement (SRSWOR). However, at the second occasion considering the
partial overlap case, two independent samples are selected; one is matched sample of size
m = nAdrawn as subsample from the sample of size » and another is unmatched simple
random sample of size u :(n—m)zn,u selected afresh at the second occasion so that the
sample size at both the occasions is same (i.e. n). The sensitive variable x(y) on the first
(second) occasion are perturbed to g(h)with the aid of scrambling variable W. The scrambling

variable W so considered as it may follow any distribution. The following notations are
considered further

y[: zj : Fraction of sample drawn afresh at current occasion,
n
m

,1(: =1- yj : Fraction of samples matched from previous occasion,
n

X,Y,Z,G ,H ,Ww : Population means of variables x, y, z, g, h and w respectively,
h,.g,.h, g, Sample means of the variate based on sample sizes shown in suffices,
z,,z,,z,: Sample means of non-sensitive auxiliary variate z based on sample sizes shown in

suffices,
P> Przs Pz Pans Pz » P - Correlation coefficient between the variables depicted in suffices,

C.,C ,C.: Coefficient of variation of variables depicted in suffices,
S2,8 yz ,S? : Population mean square of variability x, y, z respectively,

2 2 2 2. . . .
o,,0,,0.,0,: Population variance of x, y, z and w respectively,

Note that the scrambling variable W such that £ (W) =W and V(W) =0ol.

2.2. Randomized response technique on successive occasions

For estimating the population mean (or) total of a sensitive variable Gjestvang and Singh
(2009) suggested a randomized response model (say M ). In this paper Gjestvang and Singh

(2009) randomized response model has been modified to be applied on successive occasions.

Let aand [ be two known positive real numbers. Consider a deck of cards in which p
is the proportion of cards bearing the statement: Multiply scrambling variable W with a and
add to the real value of the sensitive variable x(y) at first (second) move and (1 - p) be the
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proportion of cards bearing the statement: Multiply scrambling variable ¥ with f and subtract
it from the real value of the sensitive variable x(y) at first (second) move. Let p = 3/ (a + ﬁ)
be known. In this procedure each respondent is asked to draw one each secretly (confidentially)
and report the scrambled response according at first (second) move accordingly. Using above
randomization device, response given by ;" respondent on the first and second moves,
respectively are described as

X; + aW with probability p
X, — W with probability (l—p)
¥, +aW with probability p
i~ y; = BW with probability (1-p)

Therefore applying A . on two successive occasions, the sensitive variable x(y) are

and

J

switched to g(h) and are given by
G=(X+aW)p+(X-pw)1-p)
and
H=Y+aW)p+(Y-pw)Nl-p)
such that ¥ = H . (1)
P 0,0, £,.0, POy

b =

he = > Pre = Py 2 2 o ’
p \/{O'f + a,B(o-i, +w? )}\/{af + aﬂ(o-f, +w? )} o \/{o-i + a,B(ai, + w2 )} \/{O'X + aﬂ(aw +w )}

Remark 1: Strategy is to obtain suitable estimator of population mean of coded response
variable H on current occasion and substituting the same in (1) to obtain the relevant estimator
for sensitive population mean Y at current occasion.

2.3. Design of the Class of Suggested Estimators

For estimating the population mean of perturbed variable H on the second (current)
occasion, we have suggested two classes of estimators where one class of estimators D based
on unmatched sample (or afresh sample) of size u on the current (second) occasion and others

class of estimators based on the matched sample of size m (which is common to both the
occasions).

2.3.1. Class of estimators based on unmatched sample on the second occasion using
information on (Zu Z ) of non-sensitive auxiliary variable z

The usual ratio and product-type estimators can be ramified to estimate the population
mean of coded response variable. The following estimators based on sample of size u drawn
afresh at current occasion for estimating the population mean of switched variable H on current
(second) move can be considered

dl:E(Z/Eu 9 dzz}_lu(zu/z)’
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dys = ];u exp{_i((za__zi‘))z }a dys = Eu +k(_u _Z),
1 u
d,=h +p. 2 -Z) d,y =, + Kz, —Z)}exp{ é_ +_; )},
—\6
d19 = {}_lu +k(zu _Z))[_E] b
ZH

etc., where a,a,,,,0,,k,6,,6,,0,,5,5, are suitably chosen constants to be determined such
that mean squared errors (MSEs) of d, (i =5to 9), d; ( Jj= 11t016), d, (l = 18,19,20)are (maybe)
minimized, a(;t 0) and b are real numbers or the values of the parameters C_,S_, coefficient

of skewness f3,(z), coefficient of kurtosis S3,(z) and A=(8,(z)— f,(z)—1) etc. associated

with additional non-sensitive auxiliary variable z, for instance, see Upadhyaya and Singh
(1999).

We propose a class of estimators of population mean of sensitive characteristic based on

unmatched sample of size u, by following Srivastava (1980). When the population mean 7z
of the auxiliary variable z is known, we define a class of estimators for population mean of
sensitive characteristic as

D, =D(h,.z,) @)

where D(7,,z, ) is a function of %, and Z, such that D(ﬁ,2)= H = D, (]12): 1;
D, (ﬁ Z ) being the first order partial derivative of the function D(Eu ,Z, ) at the point and the

function D(hu ,Z, ) also satisfies the following conditions
(i) The point (}7” ,zu) assume values in a bounded, closed convex subset, T, of the two
dimensional real space containing the point (]7 Z )

(i1))  The function D(h z ) is continuous and bounded in T.

u? Zu
(ii1)) The first and second order partial derivatives of D(Eu , Zu) exist and are continuous and
bounded in T.
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Assuming that the population size is sufficiently large so that finite population correction
(fpc) term can be ignored, the bias and MSE of D, to the first degree of approximation (fda)

are respectively given by

B(D,)= 182D, (71.7)+25,5.p,.D,(71.Z)] ®

MSE(D,) =[5} +5:D3(/.Z)+25,5.p,.D,(1.Z)] @

where D, ([7 7 ), D, (ﬁ 7 ) and D,, (ﬁ Z ) are the first and second order partial derivatives

of the function D(hu JZ, ) at the point (ﬁ Z )

Any parametric function D(Eu,zu) satisfying conditions (i)-(iii) can be an acceptable

estimator of population mean of a sensitive variable at current move. The class of such
estimators is very large.

It can be easily identified that the estimators d, (i = 17020) are members of the suggested
class of estimators D, given by (2). Thus the biases and mean squared errors of the estimators
d, to d,, can be easily obtained from (3) and (4) just by putting the values of ( Dlz(ﬁ Z ),
D,, (]7 Z )) and D, (]7 7 ) in (3) and (4) respectively.

The MSE (Dm) at (4) is minimized for

D2(ﬁ’z):_ph2 S,/S. ==P,., )

where f,. = S,./S? is the population regression coefficient of / on z, and

1 _ _
S, =—— h—H)\z —Z
hz N _ 1 ZZ_:‘( i X i )‘
Thus, the resulting minimum MSE of D, is given by

MSEmin(Du]):(Slf/u)(l_p;z)' (6)
Thus, we established the following theorem.

Theorem 1: Up to terms of orderu ",

MSE, ,(D,,)2 (S? /u) (1- p2.)

with equality holding if D, (H,Z)=-8,..

2.3.2. Class of estimators based on unmatched sample of size u utilizing information on
(EM,Z ,S Zz) of non-sensitive auxiliary variable z

Das and Tripathi (1978) and Srivastava and Jhajji (1980, 1981) have advocated that in
many survey situations of practical importance, information on population variance (o) /

mean square S is also known along with population mean Z . Thus, utilizing the knowledge
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n (EM,Z ,S 22) we define a class of estimators for population mean H of coded response
variable at current (second) occasion (move) in two occasion successive sampling as

D, =Flh,.z.s2) (7

zu

where z =z, /Z, s.. =s.,/S’ and F(.) is a function of (hm,E:,sZ)such that F(ﬁ,l,l):ﬁ

= FI(H 1,1 ) =1, F (H ,1,1 ) being the first order partial derivative of the function F () at the
point ([7,1,1 )

The function F () at (7) also satisfies certain regularity conditions like those given in
Srivastava and Jhajji (1980, 1981).

The Bias and MSE of D,, to the fda, ignoring fpc term, are respectively given by

1
B(D,:) =5 C2 P (8)+ (hyos =D (8)+ 2,8, C.Fy () + 24,8, 53y (8) + 2200, €y ()} (®)

MSE(DM) i[S,f+CF (S) (004 ) (S)+2pthCF(S) )

+ 220158, F3(S)+ 2200, C. F, (S)F,(S)] ’

where A = Hrsi ., =

N
rst /2 s/2 2

i N 2le=G) (=AY (e -Z). s being non
200 020 002

negative integers, (F,(S), ,(S)) and { 12( ), F(S). FZZ(S), F,,(S), Fi,(S) } are the first and
second order partial derivatives of the function F () at the point S = (17 1,1 )

Differentiating (9) partially with respect to ( F, (S ) and F, (S ) ) and equating them to zero

C? Cly |[F(S)]_[-pwS.C. (10)
Cz/loos (/1004 _1) F3 (S) /1012S

After simplification of (10) we get the optimum values of Fz(S ) and F, (S ) respectively as

we have

S, [Aoos Ao = (Aoos = 1)p,. ]
F S — h 00377012 004 hz =F S , (11)
2( ) CZ(/1004 _/1(2)03 _1) 20( ) say
S (A -1
F3(S)= h[ 003Phz 012]=F30(S),say. (12)

(/1004 - /1(2)03 - 1)

Thus, the resulting minimum MSE of D, , is given by

; Aos =, ’
MSE . (D ) S l—p ( 012 ogsphz) ' (13)
u (2“004 — ooy = 1)
Now we state the following theorem.
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Theorem 2: Up to the fda,

2 _ 2
MSE,..(D,,)> %{1 R - (énz _ﬂﬂogspzzl)) }
004 003
with equality holding if 7, (S)= £ (), F,(S)= Fy (S)

The class of estimators D, is very large. The following estimators are given below

Dy =h, exp{M}exp{M}’ Doy = 1+alz -1)}

1+(a, -1z, 1+(a, —1)s2 ! {1+,Bis;f —li}’
B
Doy =i ole; 1)+ plsz 1] Dy =Rl 3

etc. are members of the proposed class of estimators D ,, where (a, B.v.a, ,a, )are suitably
chosen constants. The bias and MSE of the estimators D, ;);j =1f04 can be easily obtained
from (8) and (9) just by putting the suitable values of 7, (S) F, (S) I, (S) , Fy (S) I, (S) ,
F,,(S) and Fy,(S).

It is to be mentioned that the estimator like Duz(l)has been suggested by Priyanka and
Trisandhya (2019). The bias and MSE of D, can be easily obtained by putting

BH H —(28 28 B’ H

{Flz(s)z T F]3(S): _7_’ Fzz(S)zH Tt F23(S): _ﬂL’

2 2
a; a, a, q a; a,a,

2

Fy(S)=H (% - 2-{ + Lzﬂ and {Fz (S)= - pH L E,(S)= - ﬁ} in (8) and (9) respectively.

a, a, a, a, a,
From (6) and (13) we have
2 _ 2
MSE (D, )~ MSE (D)= - Vo =) (14)

u (}“004 - /1303 N 1)

Thus, the class of estimators D , is more efficient than D  provided A, # A, p,.- For

this situation A, = A, 0,.

We should also add here that if the variables (%, z) have bivariate normal distribution, then
there is no advantage of using the estimator D ,. In such case, it is worth advisable to pick up

both the classes of estimators D, and D,, are equally efficient.

the estimators belonging to the class of estimators D .

2.3.3. Class of estimators based on matched sample at current (second) occasion using
information on (gm ,8,+2,,2,,2 )

In successive sampling it is tradition to use information gathered on first occasion as
auxiliary information in addition to additional non-sensitive auxiliary variable for improving
the precision of estimates at current move. The estimator based on matched sample of size m

for population mean H at current move due to Priyanka and Trisandhya (2019) are
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. { 6(1-9) } { 5(1-¢) }
ml — m p

+(b - 1) +(by 1)

T e { 0(1-9) } { 5(1-¢) } { n(l-v) }

m2 — 'm p xXp s

+(b 1) (b, =1 (1 By~ 1y

where ¢=g /g =% /Z ,v=s2/S? and (0,5,n,b;i=1,2,3) are suitably chosen
constants. It is to be noted that the estimators ¢, ,i =1,2 are not utilizing the information on
matched sample for additional non-sensitive auxiliary variable z (i.e. information on (Z, ,s>,
)) while informationon (z,, ,s sz) associated with additional non-sensitive auxiliary variable z

can be made available easily. This led authors to propose classes of estimators utilizing
information on (z,,,s’, ) along with (gm ,8,..2,5.,7 S2) of non-sensitive auxiliary variable

m 2 n*zn’

Z.

We propose a class of estimators of population mean H at current (second) occasion,
by following Srivastava (1971, 1980) as

= J .7 € (15)

where J(.) is a function of (i, ¢,y ,&)with g =g, /g, v =2, /2, .& = Z,/Z such that
J)=JH11L)=H =J(0)=1 (16)
J,(Q) being the first order partial derivative of the function .J () at the point Q= (H,1,1,1)

and satisfies certain regularity conditions similar to these given in Srivastava (1971,1980). A
large number of estimators may be identified as member of the class J  at (15). The following

are some examples

Jml(l) = Em ¢0‘1 ’l//azé:az s

_1 al(l ¢) az(l_V/) a3(1_§)
= e"p{ (1+9) } "p{ (1+v) } °"p{ (1+8) |
Ty =V + B (1= b=, Toui = o+ B (1= 0)+ B, (1—w) j™,
() = }_lm[l+a1(1_¢)+a2(1_l//)+a3(1_§)]’

etc., where a,'s,n,'s, (i =1,2,3) are suitably chosen constants.

To the fda, ignoring fpc term, the bias and MSE of the class of estimators J,  are
respectively given by

B(Jml ) = l{(l - %){C;'jzz (Q)+ CZ2J33 (Q)+ 2pththJ12 (Q)+ 20,.5,C.J (Q)+ 2ngCngJ23 (Q)}

+%{C22J44(Q)+thzShCZJ|4(Q)}:| > (17)
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MSE(Jml ) = {(l - lj{Shz + C5J22 (Q)"' C22J32 (Q)"' 2,0thth,]2 (Q)"' 2p,.5,C.J, (Q)
m n

+20,C,C.0,(QW,(Q) {5} + C2U1(0)+20,.5,C., (Q)}}

(18)
whereand J , (Q) (( j,1 ) =1,2,3, 4) ; are first and second order partial derivatives of the function

J () at the point Q.

The MSE (Jml) at (18) is minimized for

B S, (pthgz - phg) _ ) S, (phgpgz - phz)

7,0) _1(0) . (0)- _1,(0) 1(0) =52 _ 1, (0) ,}uay)

Cgl_p;z Cz[l_péz] CZ
(19)
Thus, the resulting minimum MSE of J , is given by
1 1
MSE ()= 1| 2R3 )+ (0~ L) 20)
(0L + PL. 2P, Py 1)
where Ry, =——F——7 -
(1 —P gZ)

Now, we state the following theorem:

Theorem 3: Up to the fda,

MSE (7.2 57| LR )+ 25 - )

11 1
=S| ——— =R} _)+—(1l-p;
h|:(m l’lj( h.gz)+n( phz):|
with equality holding if J,(Q)=J,,(Q)i =2,34 .

2.3.3.1. Class of estimators based on matched sample of size m at current occasion using
information on (¢,§)

If the information on (hm 0,8 ) is used to estimate the population mean  at current

move, then following the procedure adopted by Srivastava (1971), we define a class of
estimators as

Jon=J"(h,.,£) Q1)

where J(.) is a function of (Em .0, f) such that J*(ﬁ,l,l, ): H =J (H,1,1)=1. Jl*(ﬁ,l,l, )
being the first and second order partial derivatives of the function about the point (]7 ,1,1 );
and satisfies certain regularity conditions similar to these given in Srivastava (1971).

To the fda, ignoring fpc term, the bias and MSE of the class of estimators J , are
respectively given by
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80.)= |-t 2nus.c. @ b Heilo ) 2ous.cilor) |
(22)

(i - lj{SZ + 220" )+ 2p,,8,C, 05 (0")}
MSE(J )= " " (23)

+ % {S; +C2J (Q*>+ 2p,.8,C. I3 (Q*)}

where J; (Q*) (i=2,3,4)and J; (Q*)(( j,l ) =1,23, 4); are first and second order partial
derivatives of the function J () at the pointQ” = (ﬁ ,1,1).

The MSE (J mz) at (23) is minimized when

J, (Q*)=—Shp = J3(0") .say (24)
Cg
53(0)=- 22~ 07) csay ©3)
Thus, the resulting minimum MSE of J , zis given by
I 1 1
MSE,,(J,,)=S; K———j(l—p@%—(l—pi )}- (26)
m n n

Now, we state the following theorem.

Theorem 4: To the fda,
1 1 1
MSE ., (J,,)> S} K; —;j(l - pig)+ ;(1 ~ P )}
with equality holding if /] (Q* )= Ja (Q) and J; (Q* )z 1 (Q* )

The class of estimators J , is very large. In addition to Priyanka and Trisandhya (2019)

estimator¢, , , the following estimators

T a sa 7 | 1- 5 1—
sz(l) - hm ¢ l§ : ? JmZ(Z) = hm exp{%} exp{a(l(+ é‘i:)} ,
_g fre(g-1); T o, (1-¢)
Jn12(3) - hm {1+0{2(§—1)}, Jm2(4) = hm¢ exp —(1+§) ,

etc. are the members of the proposed class of estimators J, ,, where (051 ,az)are suitably

chosen constants. The bias and MSE of the estimators¢,, ,J,,,;);/ =1t04 can be obtained

> m2
easily just by putting the values of derivatives ( J, (Q*),J; (Q* ),J;2 (Q*), J s (Q* ),J:3 (Q*) )

*

and (/3(0°), J3(0"))in (22) and (23) respectively.

We also note that the proposed class of estimators J , is a member of class of estimators
J,,at (15).

From (20) and (16) we have
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I 1
MSEmin (‘]mZ )_ MSEmin (Jml ) = Sl12 (; - ;jp;gz (1 - p}?g )Z 0 (27)

(phg B pthgz)

J=p2 fi-p2)

It follows from (27) that the proposed class of estimator ./, is more efficient than the

where o, . = is the partial correlation coefficient between /4 and g.

estimator J m2

2.3.4. Class of estimators based on matched sample at current move using information on
(hM’gm’Em’Szzmbgnsz N Z Sz)

n*~zn?>

It is to be noted that the estimator ¢, , due to Priyanka and Trisandhya (2019) utilizing

information on (Z , S 22) based on matched sample of size m can be further generalized as

B A TN

(28)
where
¢:gn1/g}’l’l//zzm/zﬂ ézz}’l/z,v SZH/Z W S /Szn ’v S /S22
and 0 ., ,b.'s(i=1,t05)

are suitably chosen constants.

Keeping the class of estimators (28) in view and adopting the same procedure as adopted
by Srivastava and Jhajji (1981) we define a class of estimators of sensitive population mean

H of coded response variable / based on the matched sample of size m at current move as
‘]mS :L(Em,¢,l//,§,W,V), (29)

where L(.) is a function of (Em ,¢,1//,§,w,v) such that L(B): H =1L, (B) =1, L (B) being
the first order partial derivative of the function L() at B = (ﬁ 11,111 )and also satisfies
certain regularity conditions similar to these given in Srivastava and Jhajji (1981).

To the fda, ignoring fpc term, the bias and MSE of the class of estimators J . ar
respectively given by
(1 1
0= | [ 2L )+ 2L (B)+ o = DB)+ 20,5, (8)
+2pthhCzL13( )+2/1012S/7L S(B)+2pgzc (B)+22’102CgL25(B)’ (30)
+2/1003C2L35( )} " {C L44(B)+(ﬁ“004 ) ( )+2pthhCzL ( )
]

+ 2/1012ShL16(B)+ 2/1003C2L46 (B }
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MSEU, )= 3 (L5t CELA(0) 2308+ G D2 (8) 29,5, 1, (8)

m n
+2p,.5,C.L ( )+2/1012S L (B)+2pgzchsz(B)L3(B)+2/1102CgL2(B)L5 (B)
+2/1003ch (B) ( )} ;{S; +C22Li(3)+(/1004 _1)L2(B)+2pthhCzL4(B)

+ 2ﬁ’OlZ‘S‘hL() (B)+ 2ZOO3C2L4 (B)L6 (B)}]

(1)
where L (B) (i =2 3,4,5,6)and L, (B) (i, /) =1,2 3,4,5); are the first and second order partial

derivatives of the function L (h_m 0w, Ew, v) at the point B .

The MSE (J m3) at (31) is minimized for

S. o
L,(B)=""L = L,,(B) ,say (32)
2 Cg§ 20
S o)
L3(B): Ché.z* = 30(3) >, Say > (33)
Syl s~ s = 1P ]
L B — h 00377012 004 hz :L B , , (34)
4( ) Cz(/1004 _/1(2)03 _1) 40( ) say
1,(8)=22% 1 (B) ,say, 35)
S|4 -1
L6(B)= h[ 003z 012] _ Lﬁo(B),say , (36)

(2004 - 1303 -1 )

= [(1004 2“(2)03 1) Py {/O p (1004 )_ A2 Aoos }+ Ao ( oz Aoos — Ao )]
[ ( Aooa /1303 ) P {phz( 004 1)_ Ao1203 }"' Ao (phzﬁ’003 — Aoz )]

*

where o)

52* = [{phz (2004 - 1) = Ao12 2003 }_ Phg {pgz (}“004 - 1)_ AoaAoos }"‘ Aop W { 012Pg ~ A2 P }]

53* :[(1012_:0/1@;1003) pgz(pgz Aoiz //1’102phz)+phé (pgz Aoo }“102)]

Substitution of (32) to (36) in (31) yields the minimum MSE of J . as

MSE . (J )=S2 (l_lj l_R _ p12 +l{1_p2 _(;LOOSIth _1’012)2} (37)
min \ m3 h m n h.gz m " hz (/1004 _/1(2)03 _1) 5
P = [phg( 02 _pgzﬂ’OOS)-’_phz (/1003 _pgzﬂqoz)"'lmz(l_péz )]’
0 = [(1004 _1)(1 _10;2)_/1102 (/1102 _Iogz/’LOO3)_//i'OO3 (1003 _pgz//i'IOZ )]

Now, we state the following theorem.

Theorem 5: To the fda,
1 1

; 1 (Aoos P = Aora )
MSE (J V=8| ——=1-r2 -2 L= pr S MewPie = Aon) LY
mm( ”13) h|:[m nj{ e M}+n{ P (/1004_1503_1)
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with equality holding if L (B)=L,,(B), j=2,3,4.5,6.
The class of estimators J, . at (29) is very large. The following estimators:

=R e,

Jm3(2) = Em[1+al(¢—l)+a2(t//—1)+a3(§—1)+a4(w—1)+a5(v—1)]71,

Js3) = ;_lm |_2 — ¢ SIS J,

etc. are the members of the suggested class of estimators J ., where «,'s (z‘ =lto 5) are
suitably chosen constants. The bias and MSE of the estimators, J, ;)5 / =1f03 and ¢, , at(28)
can be obtained easily from (30) and (31) just by putting the values of derivatives.

Keeping the form of Priyanka and Trisandhya (2019) the estimator ¢, , and motivated
by Srivastava and Jhajji (1981) we define a subclass of estimators J, , of the class of estimators

J ,, for the population mean H of the coded response at current move as
Jos =L, ,0.&,v) (38)

where L'(.)is a function of (}Tm ,0,E, v) such that [’ (B*)z H, = LT(B"‘): 1, L (B) being
the first order partial derivative of the function L' () at the pointB* = (ﬁ ,L1 ,1) and also

satisfies
certain regularity conditions similar to these given in Srivastava and Jhajji (1981).

To the fda, ignoring fpc term, the bias and MSE of the class of estimators J, , are
respectively given by

80003 (el )+ 25,0, B Yo L) a0 )
22005 C. Loy (B )+ 2,.8,C.L (B )+ 24,5, L, (B”)]
(39)
MSE(J )= K% - %){55 +C2L2(B")+2p,,8,C, Ly (B )|+ % {s2+c?L2(B")

*

+ (2’004 - I)LZZ (B* )+ 2/1003CZL2 (B* )'L4 (B* )+ 2phz‘sh Cz‘l;; (B* )+ 22“012ShLZ ('B>}< )}],
(40)

where L; (B* ) Lz (B* ),LZ (B* ) and L;. (B " ), ((i, j)= 1,2,3,4) are the first and second order partial
derivatives of the function L’ (ﬁm .0, &, v) at the point B* = (]7 111 )

The MSE (J " 4) at (40) is minimized for
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L;(B*):_phg g_thZO(B*) »say

g

“(*\_ S [(/1004 _l)phz _/10032012] _ 7 (p . (41)
L3 (B )_ Cz (1004 - %03 - 1) _Lao (B )’Say

*(p*)_ S, [/1012 _}“003/%;]_ * (*
b (B )_ (/1004 _/1303 _1) ~he (B ),Say

Thus, the resulting minimum MSE of J, , is given by

2
MSE . (Jm4 ) = S; {(i - %j(l - p;z )+ %{] _ p;z . (2‘003ph2 - 1012) }} (42)

(/1004 o %03 o 1)

Thus, we arrived at the following theorem.

Theorem 6: To the fda,
11 1 (Ao P = Ao )’
MSE _(J > 92— 2 (1= p? 1= p? — X003 he 012 ,
mm( m4) ' {(m nj( Pe )+ n { P (/1004 - /1(2)03 - 1)
with equality holding if £ (B*)=L', (B°) ., j =2.3.4;where L}, (B")is givenby (41), j=2,3,4

jo

The class of estimators J . is very large. The following estimators

sty =y $7EV,

sty = b1+, (p=1)+ 2, (6~ 1)+ (v-1)] ",
) =y -gagmvs |

Ty = [y + (1= 9)+ 0, (1-&) + o (1-v)],

etc. are the members of the suggested class of estimators J, ,, where ¢,'s (i =1to 3) are suitably

chosen constants. The bias and MSE of the estimators can easily be obtained from (29) and
(40) just by putting the values of derivatives.

From (37) and (42) we have

2

1 1) S
MSE 1, (J,, )~ MSE ., (J ;) = (———j = {(phgpgzphz y +g_1} >0. (43)

m n hg 1

It follows from (43) that the proposed class of estimator J . is more efficient than the
estimator ./, ,, and hence better than the Priyanka and Trisandhya (2019) -type estimator ¢, ,.

3. Combined Classes of Estimators

Taking the convex linear combination of class of estimators D (i =1,2) and

I ( j=lto 4)based sample of size u and m respectively, the final estimator for the population
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mean H of coded response at current occasion in two occasion successive sampling is defined
by

T,=®,D, +(1-o, (44)

mj >

where D ,D ,.,J

ml’

J,,.J, ,and J  are respectively defined in (2), (7), (15), (21), (29) and
(38)and @ [0 , l]is a scalar quantity to be chosen suitably.

Theorem 7: Bias of the combined class of estimators 7, to the fda, ignoring fpc term, is

obtained as

B(Tij):q)ijB(Dui)+(l_q)ij)B(Jn1j)> (45)
where i =1,2 and j=lt04.

Proof is simple so omitted.

Putting the values ofB(D,).B(D,,).B(j,, ) B(j,,)-B(j,;)and B(j,,) as

respectively defined in (3), (8), (17), (22), (30) and (39) in the above equation, we get the
expression for the bias of the class of estimators 7}, in (45).

Theorem 8: The mean squared error of the class of estimators 7}, is given by
MSE(T, )= ®>MSE,, (D,)+(1-®, ) MSE,, (7, ) (46)

where @ 's {i =1,2 and j =lto 4} are constants to be determined such that mean squared

errors of 7}'s are minimum.

Proof: The mean squared error of the class of estimators 7}, is derived as
2

MSE(T,)=E(T, - H) = Elo, (D, - H)+ (-, )/, - H) .
~02E(D, ~H) +(1-®,fE(,, -H) +20,(1-0,)E{D, - H)J,, - H),
= lo2MSE(D, )+ (1-®, P MSEU,, )+ 20, (1-®, )cov(D,. 0, ). @)

The minimum MSE’s of D,, (i =1,2) and J,, (j =1to4)are given by (6), (13), (20),
(26), (37) and (42) respectively and as the two sets of estimators {DH1 , Duz} and
{Jml,sz oIz, 4} are based on two non-overlapping samples of sizes u and m, respectively,
therefore Cov(Dm.,J ” ) =0. Thus inserting MSE_, (D,) and MSE,;, (J mj) in place of
MSE(D,,Jand MSE (ij) respectively and Cov(Dm.,J i ) =0 in (47), we get the MSE of T}, as

in (46).
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3.1. Minimum MSE of the suggested combined class of estimators 7,

Differentiating (46) with respect to @, and equating them to zero, we get the optimum

value of ® ;a8

MSE . \J .
Do) = mm( m’) , (i=1,2 ; j=1t04). (48)
e MSEmin (Dui)+MSEmin (ij)

Inserting the value of @, , from equation (48) in (46), we get the minimum MSE of
classes of estimators 7} as

*
MSE .. MSEmm (J”U) (i=1,2 ; j=1t04) )
MSE__ +MSEmm(J )

MSE,, (1,)=

&

Putting the value of MSE,, (D, ) and MSE,, (J,, ) from (6), (13), (20), (26), (37) and
(42) respectively in (49), the simplified values of MSE . ( ) are obtained as

S_112 (1 - phg Xl - :Unphg.z)

MSE,.,(T;,) == o) (50)
11/~ hg.z

MSE . (T ):S_i(l_pigl(l_pig)_luu(pfg_plfz)] 51)
T - )- i \or, - o0 )

MSE (TB):S—; All(Bl3 _,U13C13) ’ (52)
" n |4 _:u13(A11 _Bl3)_1u123cl3_

MSE . (T ):S_’f All(Bl3+lul4Cl4) _ (53)
e n |4, —1,C5 +,U124C14 ’

2 _ 2
MSE, () = >* 4831 tpi.) (54)

no\B;+py, Gy _:‘u221p;g.zA11 k
)= S_/f (An _C13)[A11 _:IJZZ(prg _plfz )] _

MSEmin T s (55)
( ” n (4, —Cj;+p,,Cp _ﬂzzz (pig _plfz )J
MSE ( ) S2 (1‘_111 -Cy3 )[An _/u23C2_3] (56)
2 9
’ h l(All - C13 )_ /Jzzzczs J
MSE . (T24)= S_;f (An - Cy )[(An —-Cis )_ Hog (pig - plfz - Cis )], (57)

I_(All -Cy, )_ ,u224 (pig - p/?z —-Cis )J
(phg_pgzphz) {
4, =

2
where A“:(l—,o,fg), phg_z:\/(l_pz)\/(l_pz), =41- leéz__Ql(I/ip—)z },
hg &z &

A — A, )
BlS = {1 _piz - ((203[)1222 0121)) } = (All - Cl3)9
004 003

p) — Ao, )
C13 = (A11 _Bl3)= ((203,01212 0121))
004 003

b
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yl o)
C, = |:((1003,0/_1212 0121)) + dn:la dy = (szz _ng ),
004 — 003

2
P
Cy :{pig.z(l_p;z)"'g | 1 > _C13}'

1 gz
3.2. Optimum rotation rate

It is observed from (50) to (57) that MSE,, (T, ), (i =1,2; j =1,2,3,4) is the function of
4;;which is rotation rate or the fraction of sample to be drawn afresh at current occasion. As

less the sample need to be selected afresh, less is the total cost of the survey so to estimate
population mean with maximum precision and minimum cost MSE . ( ) at (50)-(57) have

been minimized with respect to 4. The optimum values 4, have been derived as

T — (58)
‘ ll+,“1—p;.giz iJ
l—p;fz (59)

iy, = ' 1>
I_\/ ph z + \/ ph g J
:[‘13 _ min[BB - 13 - C13C23 Bl3 + \/(313 - C13C23 ):l c (0 ’1)’ (60)

2

C13 C13
/314 _ min{_BB _\/(BB(Bg _C13)_A11014) ) _Bl3 +\/(Bl3(B(1:3 _C13)_A11C14):| c (0,1)’
14 14
) (61)
A B 1 A, +./A4B 1
,[121=m1n \/ 1;) 13 phgz ’ 11 \/ 1;) 13 phgz) e((),l),(62)
h.g.z h.g.z
’[122 =min|:A” _\/(Andcw dn 13)’A11 +\/(A11dC13 d 1B13)_ ( 1)’ (63)
[123 — min An - 11 B13C23 A11 +\/(A121 BI3C23) 0 1 (64)
23 23
A . Bl3 - Bl3 A11 _dll BIB +\/B13(A11 _d11)
- , 01), (65
Has mm{ (dn _C13) (dll _C13) E( ) ( )

Inserting f1,,, /1, admissible value of f.,z,, [, i, iy, and [i,, from (58)-(65)
respectively in (50) - (57) we get the optimum values of MSE . (sz ), (i =1,2;7=1,23 ,4) as

2 (1 2 /( 2 )
MSE,, (T;,),, = Sili-ak )(12: =) , (66)
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i), SR )

S; A,(B; - 1,,C5)
MSEmin(T )Ot _Sh A11 13 13403 d y (68)
o n [A13_1u13(A11_B13)_/uleC13

_ Sl? i AII(BI3 +:&14C14)

MSE,,, (T},),, ==~ k ”
mm( 14)0pt n [All _/LAI14C13 —|—’LA[124C14 ( )
SE (T ) :S_/f AHBB(l_,[lz]plfg.z) } (70)
min \" 21 /opt n _BIS —|—‘[:[21C13 _,[lzzlpig.zAll ,
MSE,,(T,,),, = Si (4, -C, )4, - fd,,] (71)
min k22 Jopt ) _(An - C13)+ 5, Cs _'[12220’“ ,
MSE_ (T ) = S_’? (/‘_111 _C13)[A11 _'[123C2-3] (72)
min 23 Jopt |_(A11 - C13)_/A1222C23 ,
v (1), = 5 (=Gl =Co)=i(d =Gy )] 73)

|_(A11 - C13)_ 1[5224<d11 - C13)J

4. Performances of the Suggested Classes of Estimators

For examining the relevance and utility of the information used on non-sensitive auxiliary
variable with the proposed classes of estimators, we have considered a class of estimators
where no additional non-sensitive auxiliary information is used, known as modified general
class of successive sampling estimators.

4.1. Modified general class of estimators based on matched sample of size m

Following the procedure adopted by Srivastava (1971,1980) we consider the following

class of estimators of the population mean H of coded response variable on the current
(second) occasion as

to =G(h,.4) (74)
where G(.) is a function of (Em Bb=g,/ gn) such that
G(H.1)=H =G (H.1)=1, (75)

G, (ﬁ , 1) being the first order partial derivative of the function G (Em , ¢) at the point (ﬁ ,1 )and
satisfies certain regularity conditions similar to these given in Srivastava (1971,1980).

To the fda, ignoring fpc term, the bias and MSE of ¢, are respectively given by

B0,)= 2 fei6. 1) 2,506, () 7o

m n

MSE(, )= {l sty [l - lj{c;Gf (H1)+2p,,5,C,G, (17,1)}} (77)
m
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2 2
where G, (]7,1)2 ai() ’ Glz(ﬁ,l)— 0 G_() and G22<[7,1)= 0 ZG() .
0P (7 ) P (17 1) P i)
The MSE of ¢, at (77) is minimum when
G,(H,1)=-p,,(S,/C,). (78)

Substitution (78) in (77) yields the minimum MSE of the class of estimators 7, as
1 1
MSEmin(tG):S}?l:_(l_p;g)+_plfg:| (79)
m n
which is equal to the minimum MSE of the difference estimator
tdm :hm+ﬂhg(gn_§m)’ (80)
where S, is the population regression coefficient of 4 on g.

We note that the class of estimators 7, at (74) is very vast. The following estimators
(includingz, )
al (gm - gn )}

Le :Em¢a1’ Lo :Em(2_¢al)’ L3 :Em exp{ (g +§)

etc. are the members of the class of estimators 7. at (74). The bias and MSE of the estimators
L ( j=1to3 )and t,, can be easily obtained from (76) and (77) just by putting the suitable
values of derivatives G, (ﬁ 1), Glz(ﬁ ,1) and G,, (17 ,1).

Now we state the following theorem.

Theorem 9: Up to the first order of approximation,
2 1 2 1 2
MSE .., (tG ) = ;(1 ~ Prg )"‘ ;phg

with equality holding if G, (H,1)=—p,, (S, /C, ).

4.2. Combined class of estimators

We consider the following combined classes of estimators for population mean response
H of coded response variable at current (second) move at

T.=®h +(1-D),, (81)
where @ e [0,1] is unknown constant.

We note that the class of estimators
T, =Dy, + (1 —CD(l)Ihm +k (g, - g, )], (82)
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due to Priyanka and Trisandhya (2019) is a member of the class of estimators 7. at (81),

D € [O, 1] is unknown constant and %, is a suitably chosen scalar.

The MSE of T, 1is given by
MSE(T,.) = ®*MSE(h, )+ (1- ®) MSE(t,,), (83)
as the term Cov(ﬁu ,tG): 0.
Replacing MSE(z,, )by its MSE_, (¢, )in (83) we have

MSE(T. ) = ®*|MSE(h, )+ MSE,,,, (t,, )|~ 20MSE.,,,, (15 )+ MSE,;, (1, ), (84)

which is minimum when

— ZLISEmin (tG ) , (85)
MSE(h, )+ MSE, ()
and thus the resulting minimum MSE of class of estimators 7. is given by
S; L=, p;,
MSE,, (T.) ==~ ( ﬂ;phf) : (86)
n 1 - luJ phg
Expression (86) is optimized for
. 1 87)

ol +\/(1_P13g) .

Thus the optimum value of MSE__ () is

MSE,, (T, ), = st o) (88)

2n '

4.3. Theoretical comparison of the estimators 7, = {CD”Du1 +(1—CI>”)Jm1} and
T, ={®,D, +(1-®,)J,,} with the estimators 7, = {CDh_u +(1-D), }, [or with the

estimators T, =/, +(1—®(1)If_lm +k(2, -2, )] ]

From (66), (67) and (68) we have

S; N
MSE, . (T.), —MSE,, (T,,), =—h(p2 +—1j >0, (89)

( C Jopt 11 Jopt 21’1 hg Dl

S2
MSEmin (TC )opt - MSEmin (7—'12 )opt = i [phzz + \/(1 - plfg ){1 - \/(1 - plfz )}] > O ’ (90)
2 /h _ 2 ’ _
MSEmin (T;Z) ¢ MSEm (T;l )upz = S_h phz (p/;Z phgng) > O, (91)
2n (1-p2 D,

where N, = [pfz (1 -R;,. )+ (th " PigPg: )2 J’

D = 1= p2 W= p2) (1= 92 W= i M ama 1, = =)+ = o2 1= 27,

From (89), (90) and (91) we have the inequality
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MSEmin (]—11 )opt < MSEmiﬂ (]12 )opl < MSEmiﬂ (TC )opt : (92)

It follows from (92) that the proposed estimator 7}, is more efficient than the estimators
T,,and T,. Theoretical Comparison among the estimators7,,,7,,,75,,T,,,T,;and T,,are

tedious, therefore we have not made the comparison among these estimators.

5.  Estimators of Sensitive Population Mean at Current (Second) Move under Model
MG
The population mean H of the coded response variable % at current occasion in (1) is
replaced by its estimators 7,7 (i =1,2;j=1,23 ,4) given in (44) and (81) respectively, to

derive the estimators I%U and ?C for sensitive population mean which are given below
T {CD“D (l_q)ll)‘]ml }7 T12 - {(D Dul (1_(D12 )sz }’
3 T {CDlsD (I_CDB m3 }, T {CDMDMI +(1_®14 mé },
T, = {q)ZlDuZ +(1_(D2])‘]m1 }a =Ty = {q)zzDuz +(l_q)zz m2 }a
23 T23 {(D D (1 - (D23 )Jm3 }9 4 T24 {(D24Du2 + (1 - CD24 )Jm4 }=

<

b
I

b~
I

[\

5.1. Numerical illustration

To have tangible idea about the performance of the suggested estimators )7] ,and 171 , (for

the sake of convenience we have considered only two estimators Y;,and Y,, for purpose of
comparison), we have considered artificial parametric values

0,=6,0.=2,0.=2,p,=06820, p_=0.7520, p_=0.650,Y =5.00, X =4.50,Z =5.50

Here we suppose that W ~ F (1 0,5) for which W =1.6667, o, =2.6874.

The optimum values of fraction of sample to be drawn afresh at current (second) occasion
(move) and percent relative efficiencies (PREs) have been computed by using the following
formulae

T — 93)
i+ - 02,.)]
A Ji=02.)
n =T 1, (94)
: wcp;()wup;gJ)J
1+, /il - p,fg ’ B
1 ph211+\/ (1 phgz )J o o

A

e, 7. )-
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PrRE(7,. 7, |- ] |
= et W= )+ 1= 02,

Findings are given in Table 5.1 and 5.2.

100, (96)

Table 5.1: Optimum Values of /i, (in bracket) and PRE of 171 , with respect to ?C.

a |0.01 0.05 0.1 0.3 0.5 0.7 0.9 1.0 1.50 2.00
B

0.01 | 207.13 | 206.63 | 206.02 | 203.64 | 201.36 | 199.18 | 197.1 196.09 | 191.35 | 187.06
(0.5201) | (0.52) | (0.5199) | (0.5194) | (0.5189) | (0.5185) | (0.518) | (0.5178) | (0.5169) | (0.516)

0.05 | 206.63 | 20422 | 201.36 | 191.35 | 183.16 | 176.33 | 170.56 | 167.99 | 157.56 | 149.94
0.52) | (0.5195) | (0.5189) | (0.5169) | (0.5152) | (0.5139) | (0.5127) | (0.5122) | (0.5101) | (0.5086)

0.1 20602 |201.36 |196.09 | 179.6 | 167.99 | 159.37 | 152.72 | 149.94 | 139.56 | 132.82
(0.5199) | (0.5189) | (0.5178) | (0.5145) | (0.5122) | (0.5105) | (0.5092) | (0.5086) | (0.5065) | (0.5052)

0.3 |203.64 | 19135 | 179.6 15272 | 139.56 | 131.75 | 126.58 | 124.6 118.05 | 114.37
(0.5194) | (0.5169) | (0.5145) | (0.5092) | (0.5065) | (0.505) | (0.5039) | (0.5035) | (0.5021) | (0.5014)

0.5 |201.36 |183.16 | 167.99 | 139.56 | 128.09 | 121.91 | 118.05 | 116.61 | 112.01 | 109.48
(0.5189) | (0.5152) | (0.5122) | (0.5065) | (0.5042) | (0.5029) | (0.5021) | (0.5019) | (0.501) | (0.5005)

07 |19918 |17633 |[15937 | 131.75 | 12191 | 116.88 | 113.82 | 112.7 109.11 | 107.14
(0.5185) | (0.5139) | (0.5105) | (0.505) | (0.5029) | (0.5019) | (0.5013) | (0.5011) | (0.5005) | (0.5003)

09 1971 170.56 | 15272 | 126.58 | 118.05 | 113.82 | 111.28 | 11035 | 107.37 | 105.74
(0.518) | (0.5127) | (0.5092) | (0.5039) | (0.5021) | (0.5013) | (0.5008) | (0.5007) | (0.5003) | (0.5001)

1 196.09 | 167.99 | 149.94 | 124.6 | 116.61 | 1127 | 110.35 | 109.48 | 106.73 | 105.23
(0.5178) | (0.5122) | (0.5086) | (0.5035) | (0.5019) | (0.5011) | (0.5007) | (0.5005) | (0.5002) | (0.5001)

1.5 | 19135 | 157.56 | 139.56 | 118.05 | 112.01 | 109.11 | 107.37 | 106.73 | 1047 | 103.6
(0.5169) | (0.5101) | (0.5065) | (0.5021) | (0.501) | (0.5005) | (0.5003) | (0.5002) | (0.5001) | (0.5)

2 187.06 | 149.94 | 132.82 | 11437 | 10948 | 107.14 | 10574 | 10523 | 103.6 | 102.75
(0.516) | (0.5086) | (0.5052) | (0.5014) | (0.5005) | (0.5003) | (0.5001) | (0.5001) | (0.5) (0.5)

Table 5.2: Optimum Values of /,, (in bracket) and PRE of Y,, with respect to }L’C.

a | 0.01 0.05 0.1 0.3 0.5 0.7 0.9 1.0 1.50 2.00
B

0.01 | 188.8 188.42 | 187.96 | 186.15 | 184.41 | 18274 | 181.14 | 180.36 | 176.68 | 173.33
(0.4741) | (0.4742) | (0.4743) | (0.4748) | (0.4752) | (0.4757) | (0.4761) | (0.4763) | (0.4773) | (0.4781)

0.05 | 188.42 | 186.59 | 184.41 | 176.68 | 170.26 | 164.84 | 160.2 158.12 | 149.58 | 143.23
(0.4742) | (0.4747) | (0.4752) | (0.4773) | (0.479) | (0.4804) | (0.4816) | (0.4821) | (0.4843) | (0.4859)

0.1 |187.96 | 18441 | 18036 | 167.44 | 158.12 | 151.08 | 14557 | 143.23 | 13443 | 128.61
(0.4743) | (0.4752) | (0.4763) | (0.4797) | (0.4821) | (0.4839) | (0.4853) | (0.4859) | (0.4879) | (0.4892)

03 | 18615 | 176.68 | 167.44 | 14557 | 13443 | 127.68 | 123.14 | 121.39 | 11551 | 112.17
(0.4748) | (0.4773) | (0.4797) | (0.4853) | (0.4879) | (0.4894) | (0.4902) | (0.4905) | (0.4914) | (0.4918)

0.5 | 18441 | 17026 | 158.12 | 134.43 | 12448 | 11899 | 11551 | 11421 | 110.02 | 107.73
(0.4752) | (0.479) | (0.4821) | (0.4879) | (0.49) | (0.4909) | (0.4914) | (0.4915) | (0.4921) | (0.4925)

0.7 | 18274 | 164.84 | 151.08 | 127.68 | 118.99 | 114.46 | 111.67 | 110.64 | 107.4 105.67
(0.4757) | (0.4804) | (0.4839) | (0.4894) | (0.4909) | (0.4915) | (0.4918) | (0.492) | (0.4926) | (0.4934)

09 | 18114 | 160.2 14557 | 12314 | 11551 | 111.67 | 109.35 | 108.51 | 105.87 | 104.48
(0.4761) | (0.4816) | (0.4853) | (0.4902) | (0.4914) | (0.4918) | (0.4922) | (0.4923) | (0.4933) | (0.4942)

1 18036 | 15812 | 14323 | 121.39 | 11421 | 110.64 | 10851 | 107.73 | 10532 | 104.05
(0.4763) | (0.4821) | (0.4859) | (0.4905) | (0.4915) | (0.492) | (0.4923) | (0.4925) | (0.4936) | (0.4945)

1.5 |176.68 | 14958 | 13443 | 11551 | 110.02 | 107.4 10587 | 10532 | 103.62 | 102.74
(0.4773) | (0.4843) | (0.4879) | (0.4914) | (0.4921) | (0.4926) | (0.4933) | (0.4936) | (0.4949) | (0.4959)

2 [ 17333 | 14323 | 12861 | 112.17 | 107.73 | 105.67 | 104.48 | 104.05 | 102.74 | 102.08
(0.4781) | (0.4859) | (0.4892) | (0.4918) | (0.4925) | (0.4934) | (0.4942) | (0.4945) | (0.4959) | (0.4968)
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It is observed from Tables 5.1 and 5.2 that

(i) the suggested class of estimators Y, and Y, perform better than the class of estimators

A~

Y, - (or I7J ) which does not utilize information on additional auxiliary variable ‘z’ in terms
of optimum fraction of sample to be drawn afresh and also in terms of percent relative
efficiency.

(i) the PRE’s of the proposed estimators Y, and Y;, decreases with increasing values of
(o, )

(iii) the larger gain in efficiency is observed by using the proposed classes of estimators 171 |
and Y, over the class of estimators ?C (or )L’J )when the value of (o, f3)are small.
(iv) the gain in efficiency by using the proposed class of estimators )7] , over ?C or )%J) is

larger as compared to the class of estimators )71 , over YC (or )_’J )

It is to be mentioned that a practical choice of & and /3, fixed by the experience of the
experlmenter from repeated surveys can always provide better results than the class of

estlmatorsY or Y

Remark 2: The procedure outlined in this paper can be also applied to the randomized response
models mentioned in Priyanka and Trisandhya (2019) {see Arcos et al. (2015) and Odumade
and Singh (2008) efc} to get the efficient estimators of the population mean at current (second)
move using information on additional non-sensitive auxiliary variable at both the occasion in
two occasion successive sampling.

6. Conclusion

This article presents some classes of estimators for estimating the population mean at
current (second) occasion in two occasions successive sampling using information on an
additional non-sensitive auxiliary variable in presence of randomized response model. The
properties of the suggested classes are studied under randomized response models. Optimum
replacement policies have been elaborated. It has been demonstrated that the proposed classes
of estimators are better than the class of estimators which does not utilize non-sensitive
auxiliary information. Numerical illustration is given in support of the present study. It has
been shown that there is apprecmble gain 1n efficiency by using the proposed classes of

estimators over the class of estimators Y or Y . Thus the proposed study is recommended for

its use in practice.
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