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Abstract  
 

We apply a filtering methodology to estimate the segmented trend of a time series and 

to get forecasts with the underlying unobserved-component model of the filter employed. The 

trend estimation technique is based on Penalized Least Squares. The application of this 

technique allows us to control the amount of smoothness in the trend by segments of the data 

range, corresponding to different regimes. The method produces a smoothing filter that 

mitigates the effect of outliers and transitory blips, thus capturing an adequate smooth trend 

behavior for the different regimes. Obtaining forecasts becomes an easy task once the filter 

was applied to the series, because the unobserved-component model underlying the filter has 

parameters directly related to the smoothing parameter of the filter. The empirical application 

is useful to appreciate the appropriateness of our segmented trend approach to capture the 

underlying behavior of the annual rate of growth of remittances to Mexico.  

 

Key words: Hodrick-Prescott filter, Penalized Least Squares, controlled smoothing, changing 

regimes, smoothing parameter 
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1. Introduction 
 

Here, we propose to use a filtering methodology based on Penalized Least Squares 

(PLS) to estimate the smooth trend of a time series and to get forecasts with the unobserved-

component model underlying the filter. There are several methods that can be used to 

produce smooth trends, such as smoothing splines (e. g. Wahba, 1990; Eilers and Marx, 

1996; Paige and Trindade, 2010) and methods based on parametric or semiparametric models 

(Ruppert et al., 2003; Chandler and Scott, 2011). On the one hand, smoothing splines is a 

widely used and powerful method that can be used to smooth any type of time series, but to 

the best of our knowledge it does not consider the possibility of a change in regimes. On the 

other hand, using parametric or semiparametric trend representations are also very powerful 

techniques that may include changing regimes, mainly when the analyst knows the source of 

such a change or at least the date of the regime change. For instance, one may try using a 

structural model where the factors affecting the variable of interest are used as explanatory 

variables. Nevertheless, in a forecasting exercise with this type of models the analyst must 

provide  forecasts  of  the  future  behavior  of  the  exogenous  variables.  In the empirical  

application of this work we found just one attempt at forecasting remittances with a structural 
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model (see Mohapatra and Ratha, 2010) and the authors of such work recognized that the data 

quality for this type of exercise requires a lot of improvement.  

 

Another method that may seem appropriate at first sight is Box and Tiao’s (1975) 

intervention analysis. This method requires knowledge of the moment when an intervention 

took place and the main idea of the analysis is to measure the effect of such an intervention 

on the time series under study. To that end, a discrete dynamic function should be postulated 

to capture the behavior of the intervention across time and its parameters must be estimated 

together with the other model parameters. In the empirical situation considered here there is 

no reason to believe that an explicit intervention affecting the time series took place at a 

given time point. In fact, there is always the possibility of many host country interventions, 

such as changes in migration policies and structural macroeconomic changes, e.g. an increase 

in wages. There may also be interventions derived from the home country policies, such as a 

change in the banking system and changes in macroeconomic conditions in general.   

  

The method applied here is based on the work of Guerrero and Silva (2015) that is 

useful to control the percentage of smoothness of the trend both globally and by segments. 

We are convinced that estimation of trends must be done with controlled smoothness, as it 

has been advocated in Guerrero (2007), Guerrero and Silva (2015) and Guerrero et al. (2017), 

to establish valid comparisons for trends of a time series during different periods of 

observation and/or with different sample sizes, or even for time series of different variables.  

 

This work originated from the need of studying the growth rate of remittances flows 

to Mexico, which is an important variable for developing countries in general. In some of 

these countries, the size of remittances is larger than that of traditional sources, such as 

official aids and private capital flows. See, for example, Rao and Hassan (2011) and 

Nyamongo et al. (2012). According to World Bank (2016), migrant remittances flows to 

developing countries reached $432 billion U.S. dollars in 2015. The value of remittances is 

not only more than three times the volume of official aid in some countries, but it amounts to 

more than 10 percent of gross domestic product in many of them and has almost the same 

size as foreign direct investment in some others (see World Bank, 2011). Thus, remittances 

are an important building block of economic development. 

 

Remittances receipts have been associated with reduction in poverty, increased 

household resources devoted to investment, improved health and education outcomes, and 

higher levels of entrepreneurship, see Adams and Page (2005), Amuedo-Dorantes and Pozo 

(2011), Fajnzylber and Lopez (2007), Hildebrandt and McKenzie (2005) and Valero-Gil 

(2009). They can also improve recipient household’s access to formal financial services, as 

mentioned in Giuliano and Ruiz-Arranz (2009) and Gupta et al. (2009). Given the size and 

increasing importance of migrant remittances to developing countries, there is a concern that 

a decline of remittances flows could affect the poorest countries and households that heavily 

depend on them. Therefore, policymakers need forward-looking analyses of remittances, 

trying to foresee the growth rate of remittances flows in the short and medium term. 
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The organization of this paper is as follows. Section 2 presents the PLS methodology 

that will be used to estimate the segmented trend. It is seen that the method is supported by 

very weak assumptions, i.e., basically the existence of second order moments of the time 

series under study. Therefore, there is no need to verify model assumptions to validate the 

results. A consequence of the lack of assumptions is that no statistical inference can be made, 

except that of obtaining point trend estimates together with a measure of their uncertainty, 

expressed in terms of standard errors. In Section 3 we show how to produce forecasts from 

the filter previously employed for trend estimation. We recognize that these forecasts come 

from an unobserved-component model underlying the filter, whose parameters are related to 

the smoothing parameter of the filter. Section 4 is devoted to the empirical application of the 

methodology to the . Firstly, 

we show how to estimate the segmented trend and secondly, how to produce the required 

forecasts from the previously employed filter. In Section 5 we conclude with some final 

remarks. 

 

The main contributions of this work are the following. (1) An application of the 

method proposed by Guerrero and Silva (2015) to estimate the segmented trend of 

remittances flows to Mexico via filtering by PLS, in order to capture the trend behavior 
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appropriately. (2) Linking the smoothing parameter of the PLS filter with the parameters of 

the time series model underlying the filter, as previously shown by Kaiser and Maravall 

(2005) and McElroy (2008), thus avoiding the need of estimating parameters with a very 

short time series. (3) Obtaining forecasts of the time series under study based on the last 

segment of the series and its corresponding model, that is shown to provide good results.   

 

2.  Trend estimation by data segments  
 

Let us assume that the observed time series (the annual percent growth rate of 

remittances in the present case) can be expressed as a signal-plus-noise model. This is not 

because we believe that the data were generated this way, but just to take into account the 

empirical regularities in the data, that is, 
ttt τy    where  tτ  is the trend (or signal) and 

 t  is the noise of  ty , for t =1,…, N. Then, we propose to use PLS for estimating the trend 

and we have to solve the following minimization problem 
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where 2

1σ  is the variance of the deviation from trend (
tt τ-y   ) and 2

0σ  is the variance of the 

differenced trend (
tτ

2 ). Thus, the trend behavior is expressed by means of a second order 

difference, i.e., it is expressed as 
21

2 2   tttt ττττ . In this setting, the smoothing 

parameter 2

0

2

1 σσλ   serves to balance fidelity of the trend to the original data against 

smoothness of the trend, in such a way that as 0λ  the trend gets closer to the original data 

and as λ   the trend behaves as a polynomial of order 1. 
 

By solving the minimization problem (1) we obtain the HP filter that provides trend 

estimates for the whole range of observations (t = 1, …, N) and can also be used to forecast 

future realizations of the series  ty , for t = N+1, N+2,…. In the present case, we just want to 

describe the underlying pattern of the data with the aid of a trend and then obtain forecasts of 

the original series. We are not interested in using a formal statistical model or in making 

other type of statistical inference. Thus, rather than formally estimating the smoothing 

parameter λ we calibrate its value, and this becomes the most important practical decision to 

be made. 

 

Sometimes the trend changes abruptly due to changes in variance, a fact reflected in 

the smoothness of the trend. Thus, we consider here an extension of the minimization 

problem posed by (1) by allowing different trend behaviors for segments of the data range, 

which are in turn linked to different variances, one for each regime. In that case, we pose a 

minimization problem that accounts for different trends in two adjacent segments and hence, 

two different λ values must be calibrated. This is a relevant situation when forecasting since 

the last segment of data is the one actually used to generate forecasts. More than two data 

segments could also be considered without difficulty, as shown by Guerrero and Silva (2015), 

but we think that considering only two segments is appropriate for forecasting purposes. So, 

we consider here only the two-segment problem 
       

 
where 2

1σ  and 2

2σ are the variances of the first and second data segments, with N1 and N2 = N 
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– N1 data points, correspondingly. Here, we let {yt} be the observed series and {
tτ } be the 

trend. 

 

The unobserved-component model that underlies the minimization problem posed by 

(2) can be written as  

𝑦   𝜏        with )0( 2

11 ,σ~η ,t
   for  t = 1, …, N1 ,       (3) 

𝑦   𝜏        with )0( 2

22 ,σ~η ,t
  for  t = N1+1, …, N,      (4) 

tt ετ 2   with  )0( 2

0,σ~εt
  for  t = 3, …, N,        (5) 

where we write  ~ )0( 2

ν,σ  to say that the random variable   has mean 0 and variance 2

νσ . 

The sequences of random errors {
i,tη } for i = 1, 2, are serially uncorrelated, and { tε } is 

another sequence of serially uncorrelated random errors that is also mutually uncorrelated 

with the previous two sequences.  

 

The matrix representation of model (3) - (5) becomes 

 

         
  
  
   and                 (6) 

 

where K is an (N-2)⤬N matrix difference operator whose i,j-th entry is the binomial 

coefficient K(i, j) = (− 1)
2+i−j

2!/[(j − i)!(2 − j + i)!], for i = 1, . . . , N − 2 and j = 1, . . . , N, 

with K(i, j) = 0, for j < i or j > 2+i. The vectors   and   contain the original observations and 

the trend, respectively, while    and    as well as   are random vectors. Then, an application 

of Generalized Least Squares (GLS) produces the Best Linear Unbiased Estimator (BLUE) of 

the vector of trends, that can be expressed as 
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with 
iNI  the Ni-dimensional identity matrix and 2

0

2 σσλ ii  , for i = 1, 2. The matrices Ki are 

of size (Ni-2)⤬Ni, for i = 1, 2, and have the same form as K. In fact, we have 
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K   with  k1 of size 2⤬N1 and k2 of size 2⤬N2.     (8) 

 

The BLUE given by (7) is also called predictor, since we are in fact estimating the 

realization of a random vector rather than a vector of constants (a justification for using GLS 

in this context was provided by Guerrero, 2007). Moreover, the variance-covariance matrix 

of the GLS estimator is given by  

Γ               
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and unbiased estimators of the error variances are given by )RSS/(Nσ 2ˆ
2

0   and 2

0

2 ˆˆ σλσ ii   for 

i = 1, 2, with RSS the Residual Sum of Squares (see Guerrero and Silva, 2015 for details). To 

be specific, the ki arrays are as follows 
 



94                                                      VÍCTOR M. GUERRERO ET AL.                                       [Vol. 16. No. 2  

 
 









 

10

2-1
  0 )2(21 1Nk   and  









   0  

12-

01
 )2(22 2Nk                  (10) 

 

where 
)2(20  iN
 denotes a zero matrix, for i = 1, 2.  

 

To be able to apply (7) - (9) we must provide the values of 
1λ  and 

2λ , as well as the 

cutoff point N1. The smoothing parameters will be chosen by applying the controlled 

smoothness approach (see Guerrero, 2007) that is based on measuring the relative precision 

attributable to the smoothness specification, that is, the second equation in model (6). To this 

end we should notice that the total precision achieved by estimating the trend is the inverse of 

the variance-covariance matrix given by (9), that is, it is provided by Γ
-1

. Therefore, the 

amount of smoothness to be attained globally by the trend for the unsegmented time series is 

given by S = NKKItr1 N /)'( 1  . Now, it is important to keep in mind that the amount 

of smoothness to be achieved globally is bounded by 1 – 2/N as  . This fact follows 

because the trace appearing in the expression of S can be written in terms of the d nonzero 

eigenvalues of K’K, that is, ,0,..., 21 Nee  as 

2)1(...)1()'( 1

2

1

1

1  





NN eeKKItr   so that the trace tends to 2 as  .  

 

We now measure the precision shares for each segment by means of the following 

indices (see Guerrero and Silva, 2015 for details) 
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which quantify the smoothness achieved by smoothing segment i of the data, where 
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Thus, if we fix the values of the indices )( 21 ;N,λλSi  for i = 1, 2, or equivalently the 

percentages of smoothness obtained by multiplying those indices by 100, the smoothing 

parameters are obtained by solving expression (11) numerically for 
1λ  and 

2λ . 

 

The cutoff point can be chosen by applying the search procedure suggested in 

Guerrero and Silva (2015). That is, we first decide the amount of smoothness to be attained 

globally by the trend. Then, we choose the smoothness S1 to be achieved in the first segment, 

recalling that the more variable the series the more smoothness required for the trend. Finally, 

the amount of smoothness for the second segment gets fixed by S2 = (NS – N1S1) / (N – N1). 

Thus, we search for the optimal cutoff point as the value of N1 that minimizes the estimated 

error variance 2

0σ̂ . There is no guarantee that such a cutoff point exists in practical 

applications and when that happens the segmentation is deemed appropriate, otherwise there 

is no need to split the series into segments. This is a data-based and easy-to-use method that 

is in line with our proposal for choosing the smoothing parameter. Nevertheless, when 

appropriate, subject matter considerations could lead to selecting the value of N1 

exogenously. 
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3.  Obtaining forecasts  

 

Forecasts of the original series can be obtained from the unobserved component 

model underlying the HP filter for the last segment of the time series. So, let us consider an 

unobserved component representation similar to (3) - (5), except that we now introduce a 

constant   to account for the possible presence of a drift in the most recent segment of the 

trend. That is, 
 

 
ttt ητy    for t = N1+1, …, N  and  

tt ετ  2  for  t = N1+3, …, N                 (13) 

where }{ t  and }{ t  are mutually uncorrelated processes. The presence of a drift in the 

trend specification provides a better fit to the end of the series, since it amounts to having an 

underlying polynomial behavior of order 2 rather than 1, which is the case when the drift is 

not included (see Guerrero, 2007). Thus, representation (13) produces the following 

Integrated Moving Average model of order (2,2), that is, the IMA(2,2) model  

 

2211

22

  tttttt aaay    for t = N1+3, …, N,               (14) 
 

where }{ ta  behaves as a zero-mean White Noise process with variance 2

a .  
 

An unbiased estimator of   is provided by the sample mean of }{ 2

ty , that is 

)3/(ˆ 13

2
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NNyt

N

Nt
 . Moreover, 1  and 2 are parameters fully determined by the 

value of the smoothing constant. Once such parameters are obtained, we can get the h-period-

ahead optimal forecast, in minimum Mean Square Error (MSE) sense, with origin at time t = 

N1+3, …, N, as follows, 
 

          1211   2)1(ˆ   ttttt aayyy  ,  tttt ayyy  )1(ˆ2)2(ˆ 2    

 and  )1(ˆ)2()2(ˆ)1(]2/)1)(2[()(ˆ ttt yhyhhhhy     for   h  3,               (15) 
 

so that all the forecasts for h ≥ 2 depend on both the one-step-ahead and two-step-ahead 

forecasts.  

 

3.1  Relating the IMA parameters to the smoothing parameter of the HP filter 

 

The HP filter makes use of a smoothing parameter  that is related to the 

corresponding IMA(2,2) parameters by equating variances and covariances of the processes 

involved. From the MA(2) structure of the differenced series }{ 2

ty  we get the equation 
2222

2
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22

2111

22 4)(),( (ii)    att yyCov  and 22

22

22 ),( (iii)    att yyCov . 

From (ii) and (iii) we deduce that )1/(4 221   , while (i) and (iii) lead to 

6/1)1( 2

2

2

1

1

2    , where 22 /     is the signal-to-noise variance ratio. An 

explicit expression for 2  is given by (see Fernández-Macho, 2005, Kaiser and Maravall, 

2005 and McElroy 2008) 
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with 2/12 )/1/16(  c . Finally, from (i) we also get )1/()61( 2

2

2

1

2  a
. Then, it is 

clear that 12  , 21   and 2

a  as  , implying that the trend gets smoother than 

the original series when this happens. On the other hand, if 12  , then 0 , in which case 

the trend gets closer to the original series and therefore its smoothness diminishes.  

 

Point forecasts of the original series are obtained as indicated by (15) and interval 

forecasts, say of ±2 standard errors, can also be calculated around the point forecasts by 

means of the following expression 
 

a

h

j jt hy  2/11

0

2 )(2)(ˆ 



   for h = 1, …, H,               (17) 

 

where the   weights are 10   and 1)1( 12  jjjj   for j = 1, 2, … . In Table 1 

we present the values required to calculate interval forecasts for a time series of size N = 84 

(the size of the series employed in the motivating empirical application to the percent growth 

rate of remittances to Mexico presented below) filtered with the HP filter. This table was 

obtained by first fixing the desired percentage of smoothness 100S%, then we searched 

numerically for the λ value that yields such index in expression S = NKKItr1 N /)'( 1 

appearing in the paragraph before equation (11). The parameter 2  is calibrated by using 

formula (16) and the remaining model parameters are obtained from )1/(4 221    and 

)1/()61( 2

2

2

1

2  a
.  

 

Table 1: Values of the quantities required to produce forecasts with the HP filter for 

different percentages of smoothness and N = 84. 

Percent 

smoothness 

(100S%) 

Smoothing 

parameter 

( ) 

IMA(2,2) 

parameters 

 ( 2 ) and ( 1 ) 

Variance of 

IMA model  

( 2

a ) 

Two standard 

error for h = 1  

(2 a ) 

Two 

standard 

error, h = 2  

80% 14.012 -0.404 1.151 34.189 11.694 15.340 

85% 45.828 -0.479 1.295 94.956 19.489 23.845 

87.5% 99.746 -0.519 1.366 191.144 27.651 32.734 

90% 266.250 -0.559 1.434 474.468 43.565 50.056 

92.5% 998.493 -0.596 1.494 1670.108 81.734 91.599 

93.21% 1600* -0.606 1.509 2635.061 102.666 114.379 

95% 7448.443 -0.626 1.541 11867.428 217.875 239.765 

*Value usually employed with the HP filter, for quarterly series. 

 

4.  Empirical Application 

 

The original dataset employed in this application is a quarterly series of workers’ 

remittances in U.S. dollars recorded by BANXICO and expressed as relative growth rates by 

applying an annual difference to the logarithm of remittances. All numerical computations 

were carried out with MatLab version R2018a and WinRATS version 9.0 (www.estima.com).  

 

4.1  Trend estimation  
 

We first apply the HP filter to the percent growth rates that runs from 1996:I to 

2016:IV. To that end we used  

Guerrero, et al. (2017  
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decided to fix in advance the trend smoothness in 90% because the series has 

N = 84 data points and it does not resemble a straight line. Thus, we obtained the estimated 

trend shown in Figure 1. We notice that the usual value of the smoothing parameter employed 

with the HP filter, 1600 , would produce in this case an inappropriately large percentage 

of smoothness (93.206%), as indicated in Table 1. Then, we started the empirical search for a 

possible cutoff point in the series by assuming the existence of two regimes. For practical 

purposes, we considered that the numerical search converged if the imposed global 

percentage of smoothness is within the range 100(S ± ε)%, with ε = 0.0002.  
 

As shown in Figure 2, we found a cutoff point located at 2013:II (N1 = 70), which is a 

sensible segmentation from a statistical standpoint since the standard deviation without 

segmentation is 
0σ̂ = 0.5315 and it diminishes to 

0σ̂ = 0.4535 by segmenting the series. This 

segmentation 

 
 

Figure 2: Estimated standard error for the trend estimate of the annual  

percent rate of growth of remittances to Mexico. 

 
The numerical results obtained in this case are summarized in Table 2. There, we see 

that once we fix the percentage of smoothness for the first segment (92.5%) higher than that 

for the whole series (90%), much less smoothness is required (77.5%) for the second 

segment, implying a trend closer to the observed data at the end of the time series. The choice 

of such a percentage follows from noticing that there is more variability in the first segment 
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(so that more smoothness is needed for that segment) than in the second one. Moreover, the 

reduction in standard deviation of the estimated trend in this example amounts to 100(1 - 

0.4535/0.5315)% = 14.68% and this reduction in variability provides a justification for the 

extra effort of segmenting the data. 

 

Table 2: Smoothness results for quarterly percent growth rates of remittances with the 

HP filter using one and two segments. Data-based segmentation at N1 = 70 (2013:II). 

 
 

Figure 3 shows the estimated trend by segments, with 90% global smoothness. There 

we see that the variability in the second (the most recent) segment of the data is much smaller 

than that in the first segment.  
 

 
 

4.2  Comparing forecasting performance 

 

Remittances have had a significant positive effect on the Mexican economy and on 

household well-being for the families that receive them. The 2008 economic crisis, which 

severely affected the U.S. economy and hence some economic sectors that traditionally 

employ Mexican immigrants (such as construction and manufacturing industries) led to a fall 

of remittances to Mexico olicymakers are concerned about the effects of this 

Table II. Smoothness results for quarterly percent growth rates of remittances with the HP 

filter using one and two segments. Data-based segmentation at N1 = 70 (2013:II).  

 Global First segment Second segment 

Percentage of smoothness  90% 92.5% 77.5% 

Smoothing parameter  266.25 514.2 28.5 

Estimated standard error    0σ̂ = 0.5315 0σ̂ = 0.4535 
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reduction in money transfers at a time when local economic growth is also slowing down. So, 

they require forward-looking analyses of the sustainability of remittances, trying to foresee 

whether remittances flows would continue at their current growth, in the short and medium 

term. Therefore, the need of generating forecasts is clear in this context.  

HP filter employed mitigates the effect of outliers and 

transitory blips adequately, it tends to show an adequate trend behavior for the last segment 

of the dataset and there is no reason to doubt about 

. However, from a forecasting perspective, a 
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As a complement of Table 

3, in Figure 4 we can visually appreciate the performance of the  RW models.
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Figure 4: Forecasts of the 

 
 

4.3  Forecast accuracy evaluation 

estimate model parameters, so that each model 

employed here is only an approximation and cannot be regarded as a null hypothesis to be 

statistically tested. Furthermore, since we forecast the last segment of the publicly available 

data, we can use Diebold-Mariano (DM) tests to measure forecast accuracy as in a real-time 

comparison. Thus, in 

Diebold and Mariano, 1995)

 (1997). 
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5.  Conclusion 
 

We propose here to employ a filtering methodology to estimate the segmented trend 

of a time series that allows us to control the amount of smoothness in the trend by segments 

of the data range, corresponding to different regimes. The required smoothing parameter is 

implicitly chosen by fixing a desired amount of smoothness for the trend, which is decided by 

applying some simple data-based criteria. Besides, the cutoff point for segmenting the series 

is located by means of simple data-based procedure that is also in line with filtering the series 

by Penalized Least Squares. The filter employed makes use of the smoothing parameter 

previously found, which is related to the underlying IMA(2,2) model parameters. This model 

is then used to forecast the original series using the last segment of the data. 

more 

variability in the first segment of the time series. Therefore, more smoothness was needed for 

the first segment than for the second one, implying a trend closer to the observed data at the 

end of the time series. We believe this fact was helpful to improve the predictive ability of the 

entertained models. 
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