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Abstract

When more repeated measurements than independent observations are available the
classical Growth Curve model cannot produce maximum likelihood estimators. In this article
we are interested in the estimation of the mean parameters whereas the dispersion parameters
are considered to be nuisance parameters. It is possible to produce an unbiased estimator
of the mean parameters which is a function of the Moore-Penrose generalized inverse of a
singular Wishart matrix. However, its dispersion seems very hard to derive. Therefore, upper
and lower bounds of the dispersion are derived. Based on the bounds a general conclusion is
that the proposed estimator will work better when the number of repeated measurements is
much larger than the number of independent observations than when the number of repeated
measurements and the number of independent observations are of similar size.

Key words: Growth curve model; High-dimensional setting; Moore-Penrose generalized in-
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1. Introduction

High-dimensional statistics (more variables than independent observations) has been
considered for many years and it is clear that many problems still are challenging to statistics.
Kollo et al. (2011) published an article where the classical Growth Curve model (Potthoff &
Roy, 1964) was treated and simulations indicated that the proposed ideas were reasonable.
One overall conclusion was that problems with the Growth Curve model is more likely to
occur when the number of variables is close to the number of independent observations but
that the approach of Kollo et al. (2011) works when there are many more variables (repeated
measurements) than independent observations. Unfortunately, the technical treatment was
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not completely correct since it was utilized that A(ATVA)*AT = V7 for any non-singular
matrix A, V is positive semi-definite and * denotes the Moore-Penrose generalized inverse
(for a definition of the inverse see e.g., Kollo and von Rosen, 2005; Definition 1.1.5). This
relation does however not hold unless A is an orthogonal matrix. In the paper by Kollo et
al. (2011) there was a need to calculate moments of expressions involving the Moore-Penrose
inverse of a singular Wishart matrix and this took place via the incorrect relation and
some invariance arguments. In this article upper and lower bounds of the above mentioned
moments will be derived which will support the overall conclusions in Kollo et al. (2011),
although an exact expression for the dispersion matrix of the mean estimator seems very
difficult to obtain.

Throughout the article bold upper cases will denote real matrices, X ~ N, ,(0,%,1,)
means that X of size p X n is matrix normally distributed with n independent columns
which are multivariate normally distributed with mean equal to 0 and dispersion ¥ which
is supposed to be positive definite and I,, is the identity matrix of size n x n. Note that the
dispersion of X is given by D[X] =1, ® ¥, where ® denotes the Kronecker product. More-
over, V. ~ W,(X,n) denotes that V is Wishart distributed with n degrees of freedom, which
holds if V can be factored as V = XX (equality in distribution), where X ~ N, ,(0,%,1,,)
and " denotes the transpose. The rank of a matrix A is denoted r(A).

2. Preparation

In this section three definitions and two useful lemmas are presented. Let A > 0
(A > 0) denote that A is positive semi-definite (positive definite) and let A > B mean that
A — B > 0, where both A and B are supposed to be positive semi-definite.
Definition 1:

(i) (Lowner ordering) Let U and V be positive semi-definite matrices. If for all vectors a
of proper size ' Ua < o' Vax then V > U.

(ii) Let U and V be positive semi-definite matrices. If for all vectors a of proper size

a'E[Uja < a"E[V]a then E[V] > E[U].
(iii) If for all vectors ac and B of proper size
(a®pB) DX](a®p) < (a® ) D[Y|(a® B)
then it is written D[X] < D[Y], i.e., D[8'Xa] < D[B'Yal].
The first lemma is presenting a known result of an explicit expression of a Moore-

Penrose inverse of a singular Wishart matrix which can easily be verified via the four defining
conditions of the Moore-Penrose inverse.

Lemma 1: Let V ~ W,(X,m), p > m. Then

vt=uu'u)y{(u'u)'u’,
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where V=UU" and U ~ N,,,(0,%,1,,).
Now a moment relation is presented which will be fundamental for the main results.

Lemma 2: Let Q: p x ¢, ¢ <p, P: pxp be of full rank and V ~ W,(I,,n), p < n. Then
E(Q'V'QT'QTV'PVIQQ'V'Q)!
=(Q'Q'Q'PQQ'Q) " +atr{PI-Q(Q'Q)'QHHQ'Q ™,
where ¢; = (n — (p — q) — 1)1, Proof: Factor Q as Q" = H(I, : 0)T', where H: ¢ x ¢ is a
non-singular matrix and I': p x p is an orthogonal matrix. Then,
Q'VI'QTQ'V'PVIQQTVT'Q)!
=HHYYT,:0rv'r(1,:0)")"Y(I,: )TV 'PV'T(I,: 0)"
x((I,: )TV 'T (1, : 0)")'H . (1)

Moreover, TV™'T'" = (I'VI'")~! follows the same distribution as V='. Thus, the right hand
side of (1) follows the same distribution as

(HT)—I(VH)—I(VH . V12)1-\P1-\T(V11 . VIQ)T(VH)—IH—I (2)
where V! and V!2 are defined via

V1—<V11 V”) qxq gx(p—q)
viov® p—q)xq (p—q)x(p—2q)

and similarly Vi, and Vo, are defined through

V — Vi Vi qxq qx (p—q) ‘

Vo Vi )’ p—a)xq (p—q)x(p—q)
The submatrices satisfy (see e.g. Kollo and von Rosen, 2005; Proposition 1.3.4 (i)) (VI1)~1V12 =
~V15Vay. Let T'y and T'y be defined through T'" = ('] : T'y): (p xq:px (p—q)) and note
that T'T| = I,. Then (2) equals

(H') (T = VoV Ty)P(T] =T,V Vip)H™
= (H")"Y(T,PT| — V,V,, ToPT| — T'PT, V' Vs

+V 1,V THPT, Vi Vo )H (3)
It will be utilized that V5 Vy,/? ~ Nyp—q(0,1,, I, ) which is independent of Voo (see e.g.,
Kollo and von Rosen, 2005; Theorem 2.4.12). The expectation of the expression in the right

hand side of (3) is to be derived. Since E[V13Vy;] = 0 it follows from (3) that the next
expression should be calculated:

H")'T'PIYH + (H) ' E[V, V5, TP, Vo, Vo JH (4)

Moreover, applying an expectation result for quadratic forms in normally distributed vari-
ables (e.g., see Kollo and von Rosen, 2005, Theorem 2.2.9 (i)) implies that the expectation
in (4) equals

E[V1,Vy TPy Vo, Vo] = E[tr{V,, Ty PT, }I, (5)
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which since Voo ~ W,,_,(I,n) (see e.g., Kollo and von Rosen, 2005, Theorem 2.4.14 (iii))

E[V2_21] = alpy, €1 = L

n—(p—q)—1

and the right hand side of (5) is identical to ¢; E[tr{TyPTy }]I,. In order to arrive to the
statements of the theorem I'y Ty, (HHT)~! and I'] H~! have to be expressed in the original
matrices. From the definition of I' and H it follows that

Q'=HI, (HH)"'=(Q'Q)™, INH'=QQ'Q)™

and
I =QQ'Q)'Q", Ir=I-I'[1=1-Q(Q'Q)'Q".

These relations establish the lemma. [0 Throughout the article let
A(A) > A(A) > -+ > Ay (A) be the ordered eigen values of a symmetric matrix A: n X n.

3. The Growth Curve Model When p > n

The classical Growth Curve model (Potthoff and Roy, 1964) has been applied in many
areas and is a natural extension of the MANOVA model. Therefore the model is also called
GMANOVA model. The model and generalizations of the model together with an almost
complete list of references can be found in von Rosen (2018).

Definitiion 2: Let X: pxn,p>n—7r(C), A: pxq,q<p,B: ¢xk, C: kxn,and X > 0:
p X p. Then

X=ABC+E

defines the Growth Curve model, where E ~ N,,,,(0,3,I), A and C are known matrices,
and B and ¥ are unknown parameter matrices.

Since p > n — r(C) we assume a high-dimensional setting. The main purpose of this
article is to discuss a specific estimator of B. Note that the size of B, i.e., ¢ x k, does not
depend on n and p, and that ¥ is thought of being a nuisance parameter. For some details of
how to treat the Growth Curve model in a high-dimensional setting see Kollo et al. (2011).
Alternatively, we can suppose that ¥ is known and then from linear models theory it follows
that under the assumption r(A) = ¢, 7(C) = k which will be supposed to hold throughout
the article, an estimator of B equals

B= (AT 'A)ATSIXCT(cCT) L

However, 3! has to be estimated. One can use the sums of squares matrix S = X(I —
C'(CCT)"1C)XT as an estimator of nX but if p > n — r(C) the inverse S~ does not exist
and cannot be used to estimate X!, Therefore, instead of S™' the Moore-Penrose inverse
S can be used and then the same estimator as in Kollo et al. (2011) is obtained:

B=(ATSTA)'ATS*XCT(CC)™, (6)
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where it has to be assumed that the column vector space relation C(A) N C(S) = {0} is
satisfied which implies that (ATSTA)~! holds.

~

4. E[B] and Bounds For D[B]

In order to derive the expectation and bounds for the dispersion for B in (6) it will be
utilized that XC' and S are independently distributed.

Theorem 1: Let B be defined in (6). Then E[B] = B.

Proof:
EB] = E[(ATSTA)'ATSY|EXCT(CCT)'] = E[(ATSTA)"'ATSTAB] = B.
O

Turning to a discussion of the dispersion matrix for B it follows that the dispersion
matrix for B in (6) can be presented as

D[B] = E[vec(B —B)vec' (B — B)]
E[((CCT)'C® (ATSTA)TATSHDX](CT(CC) ' ®STAATSTA)™ )]
= (CCH '@ E[(ATSTA) TATSTESTA(ATSTA) . (7)
From Lemma 1 it follows that the expectation in (7) is complicated to express. We will show
some calculations but the aim will be to find upper and lower bounds for the expectation

similarly to the approach for obtaining bounds for the expectation and dispersion of the
Moore-Penrose inverse of a singular Wishart matrix (see Imori and von Rosen, 2020).

When deriving the bounds a number of transformations will take place: S = UUT,
where U ~ Ny, _0)(0, 3,1, (c)), ¥ = > 12U, where X2 is a symmetric square root;
Y " = TL where T: (n—7(C)) x (n—7r(C)) is a lower triangular matrix and L: (n—7(C)) xp
is a semi-orthogonal matrix, i.e. LLT = Li_rcy; V= TTT. Firstly it is noted that the
expectation in (7) can be expressed as (see Lemma 1 )

E[(ATSTA) 'ATSTSSTA(ATSTA) ™
= E[(A'UUuTu) i (uTu)luTaA)rATuuu) (uTu)lu's
xUUTu)H(uTu)"'uTAATUUTU) H(UTu)TtuTA) Y.
Now the first transformation is applied to this relation and it yields
E[(ATSV2Y(YTEY) (Y '2Y) 'Y s/2A)!
xATEV2Y(YTEY) (YY) YT
xXY(Y'ZY) (Y 'ZY) 'Y TE2A
x(ATSV2Y(YTSY) (Y'RY) LY TSY2A) 7.
Moreover, the second transformation implies that one should consider
E[(ATEY2LTN(LEL)) ' HT") " HLZL")'LX2A) !
xATSY2LT(LEL) T (T HLELT)TILE
xELY(LELD)'T (T HLEL")'LXY2A
(ATSV2LTLEL) T YT ) T YLELT) TILEY2A)
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and then the third transformation implies an expression which will be studied in detail:
E[(ATEY2LT(LELT) 'V {LELT) 'LEY2A) !
xATESY2LTLEL) T 'VHLELT)TILY
xEXLT(LXLN) 'V Y{LEL")'LEY2A
x(ATSV2LT(LELT) 'V HLEL")T'LEY2A) Y, (8)
where it can be shown that V. ~ W, _,(c)(L,—rc),p) which for example follows from the
derivation of the Wishart density in Srivastava and Khatri (1979; Theorem 3.2.1) or Imori
and von Rosen (2020; Section 3.1). Put
Q = (LEL")'LXY2A, (9)
P = (LELN)'LESLT(LEL") ™ (10)

Then (8) is identical to
E(Q'VIQTQ'V'PVTIQQ'VTIQ)]
which, since V.~ W, (L, _r(c), p), according to Lemma 2
E(Q'Q)TQ'PQQ Q)+ aFtr{PI-QQ'Q)™QHHQ' Q)™ (11)

where ¢;' = p — (n — r(C) — ¢) — 1 and the expectation in (11) is taken over the semi-
orthogonal matrix L. Note that it has to be assumed that ¢; > 0, i.e., p >n—r(C) —q¢+1
but later we need that p > n —r(C)) . However, it is difficult to perform the integration in
(11) and therefore we first focus on finding upper and lower bounds of

Q'Q'Q'PQQ'Q™. u{PI-QQ'Q'Q")}

which are either functionally independent of L or are so simplified that only E[(Q'Q)™!]
has to be derived.

Lemma 3: Let P be given by (10). Then
MENE L) P < M(E)M(EDL o)

Proof: The proof is based on a spectral decomposition of ¥ which yields \,(2)I, <
¥ < M(Z)L,. Note that 1, (X)X < X < A\ (X)X and therefore A (LELT) < M\ (),
A (LELT) > )\, (X) which jointly establish the lemma. [ Applying Lemma 3 yields that
upper and lower bounds for (11) are given by

Ap(E)A(ET) (1 + er(n —r(C) — q)) E(QQT) ]
E(Q'QT'Q'PQQ'Q) '+ Etr{PI-QQ'Q)'QNH}HQ Q)™
MEM(ET (L +a(n—r(C) —q)E[(QQ")™]. (12)

Note that 1 + ¢;(n — r(C) —q) = (p— 1)/(n — r(C) — ¢q). Moreover, (12) implies that we
now need to find bounds for E[(QQT)™1].

<
<
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Lemma 4: Let Q be defined in (9). Then
A(EE)ATSILTLE2A) ! < (QTQ) !
<M (ZE)(ATEVALTLEY2A) L

Proof: It is enough to show upper and lower limits for (LXL ") *(LXL")~! which should be
independent of L and proportional to I,,_.(c). By pre- and post-multiplying by AT
and then taking the inverse establish the lemma. Now

A((LELT)HLILY) ™) = (M(LELT)) 2 > (M(EX)) !
and
AM(LELY)HLELT) ™) = (\(LELY) 2 < (A, (%)

which yield the inequalities of the lemma. [J From Lemma 4 it follows that we need to
calculate E[(ATSY?LTLEY?A)7!], where LLT = I,,_,(c). The result is stated in the next
lemma.

Lemma 5: Let all matrices be as in Lemma 4. Then, if p > n —r(C) > ¢ — 1,

—g—1
E(ATSY2LTLy2A) ) = P4 ATSA) L
{ 7= e (ATsA)

Proof: The same transformations as when deriving (8) will now be applied. Let Y ~
Npn—r(©)(0, 1. Loy p 2 0 — 7(C). Then ATE?YY SV2A ~ W (ATEA, n —1(C))
and (expectation of an inverse Wishart matrix is applied; e.g., see Kollo and von Rosen,
2005, Theorem 2.4.14 (iii))

1
n—r(C)—q—1
Next the variable substitution Y' = TL is made, where T: (n—7(C)) x (n—r(C)), is lower
triangular with positive diagonal elements and L is semi-orthogonal, i.e., LLT = L, ). The

matrices T and L are independently distributed. Moreover, V. =TT ~ anr(C)(Infr(C)a D)
and given L

E[(ATEY2YYTS2A) 1] = (ATZA)L (13)

ATSIPLTVLEY2A ~ W, (ATSY2LTLEY2A p).

Thus,
E[(ATEY2YYTSY2A)7 ) = E[(ATEY2LTTTTLEY2A) 7Y
1
= E[(ATSYV2LTVLEY2A) Y] = 71E[(AT21/2LTL21/2A)’1]
p—q—

and combining this result with (13) establishes the lemma [ From Lemma 3 and Lemma
5 it follows that
M (BN (ETHA(EE)(1+ ea(n = 1(C) — q) ;= fd= =) (AT 2A)
< E[(ATSTA) 'ATSTESTA(ATSTA) ™
< MEMEHMED)A +a(n —r(C) — ) Ed =) (ATZA)
(14)
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Now all preparations are finished and the main result can immediately be presented:

Theorem 2: Let B be defined in (6) and assume p > n — 7(C) > ¢ — 1. Then, (= was
introduced in Definition 1 (iii))

(i) DIB] = (CCT)' @ M(B)P M (27 s barai it (A TDA) 7

(i) D[BJ = (CCT) ™ @ (2P AM(S )b i (ATSA)

Remark 1: If p—1isclose to n—r(C)—q or n—r(C) is close to ¢ — 1 the dispersion for B
becomes large because the lower bound becomes large. In this case an alternative estimator
for B should be used, e.g., the "unweighted” estimator (ATA)"!ATXC'(CCT)~ L.

If all eigen values of ¥ are equal, e.g., 3 = I, the lower and upper bound of Theorem
2 are equal, 1.e.,

D[B] - Al(z)pf(nff(_cl)fq)fl nff(_(;‘])_—lq—l (CCT)il ® (ATA)il

which however is larger than the variance for the unweighted estimator, as it should be
according to least squares theory.

5. Simulation Study

In this section a small simulation study is conducted to illustrate Theorem 1. In

Remark 1 it was noted that when p is close to n both the upper and lower bounds, for given
(CCT '@ (ATZA)™L, depend on

A(E)PA(ET e e p=n—r(C),

p—(n—r(C)—qg)—1 n—r(C)—g-1’

where A\, (X) denotes either A\;(X) or \,(X) and the same holds for A\o(X71). If p = n—r(C)
this expression reduces to

A(EPA(ZTYE. (15)

Thus, if the largest and smallest eigenvalues of 3 are stable with respect to p (15) increases
linearly with p but at the same time (AT3A)~! becomes "smaller”. Note also that (CCT)™!
becomes "smaller” when n increases.

Instead of studying Theorem 1 we will study (14) since (CC")~! is of no interest. In
the simulations the following matrices are used: A = (aj, ay,as), where

a; = 1, a, =0.7-(1,2,...,p), a; =0.01-(1,4,...,p%)

and

Q

Il
/N

(S

N

o
N~

vs)

Il
DN QO
N
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Table 1: The table summarizes the conducted simulation study: (EST);, ¢ €
{1,2, 3} is the ith diagonal element of EST defined in (16), (LB);; and (UB);;, i €
{1,2,3}, are the ith diagonal element of the lower and upper bounds respectively
defined in (18) and (19). Moreover, p is the number of repeated measurements
and the data has been generated according to the description in Section 5. In
particular n = 40, ¢ = 3 and r(C) = 2.

p (LB);; (EST);; (UB)y (LB)2s  (EST)s,  (UB)y (LB)s3s (EST)s3 (UB)s3
38 5.1 11.8 26.3 0.14 0.36 0.7 1.8 4.3 9.4

39 36 8.2 18.8 0.10 0.22 0.50 1.1 2.7 5.9

40 28 6.5 14.5 0073  0.16 0.37 0.84 1.8 43

50 095 2.3 5.2 0.016  0.040 0.085 0.11 0.29 0.62

60  0.66 1.7 3.6 0.0077  0.020 0.042 0.040  0.10 0.22

80 0.49 1.2 2.7 0.0032 0.0080 0.017 0.0093 0.023 0.051
100 0.44 1.1 2.4 0.0018  0.0045 0.010 0.0034  0.0085 0.019
150 0.35 0.88 2.0 0.00069  0.0017 0.0039 0.00058  0.0014 0.0033
200 0.33 0.84 1.8 0.00035  0.00091  0.0020 0.00016  0.00043  0.00094

Concerning 3 we randomly generated eigenvectors I'' via another covariance matrix and also
randomly generated eigenvalues {\; } uniformly on the interval [2, 3.1]. The eigenvalues build
up a diagonal matrix D = (\;) and then the ¥ which has been used in the simulations equals
Y = I'DI'’. Note that in the simulations n = 40, 7(C) = 2 and ¢ = 3. The simulations
were carried out for p € {38,39,40, 50,60, 80,100, 150,200}. According to Theorem 1 we
have to assume that p > 38 and it can be shown that the theorem is not true for p = 37 and
if p < 37 our bounds do not even exist. In (14) we have

E[(ATSTA) 'ATSTESTA(ATSTA) ™ (16)

which has to be estimated. The simulation data is generated according to the model X; ~
N,»,(ABC,X.1,),i=1,2,...,500, i.e., there are 500 replicates performed in the simulation

study. Let S§ denote the S* from the ith simulation and we have

1 n
EST = - E[(ATS/A) 'ATS/ZSFA(ATS/A)™ ] (17)
iz
as an unbiased estimator of the expectation in (16). The results of the simulation study are

presented in Table 1. In our case EST is of size 3 x 3. Moreover, we calculated the lower
bound, LB, and the upper bound, UB, as

—1p—14
LB = BEO)NEHE P2 ATxA) ! 18
_ —1p—-14 _
UB = MO\ HE2 P2 ATeA)! 19
@ E) I (AT (19)

which according to the theory should give upper and lower bounds of the expectation in
(16). In Table 1 the diagonal elements of EST, LB and UB are presented. The results
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follow the theory, i.e., (LB);; < (EST);; < (UB);, i € {1,2,3}. Moreover, when p increases
(EST);; becomes smaller and the difference (UB);; — (LB);; is largest when p = 38. Thus,
the results of Theorem 1 are in full agreement with the simulation study.
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