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Abstract

This study deals with an improved class of estimators for estimating the unknown
finite population mean of the study variable using auxiliary information. It has been
developed by using the power transformation in Singh and Yadav (2017) family of
estimators. The expression for bias and mean squared error of the proposed estimator is
derived under large sample approximation. The conditions have been derived for the
suggested class of estimators under which it performs better than the estimators considered in
this study. The theoretical results are supported by numerical illustration. Two phase
sampling version of the proposed family of estimators is suggested and its properties are also
studied.
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1. Introduction and notations used

In survey sampling, it is well recognized that the use of auxiliary information results in
substantial gain in efficiency over the estimators which do not utilize such information.
When the auxiliary variable is available, the ratio, product and regression methods of
estimation are the classical examples, which uses auxiliary information and are better than
usual mean estimator.

Let there be a finite population U ={U,,U,,..U, } of N units and ( y, x)be the study and

auxiliary variables assuming real non-negative values of the finite population U. The
population means of the study and auxiliary variables are denoted by

Y =ZZ]K/ N, X =ZZ X,/N; respectively, and sample means by y=)"y/n,
X=) x /n respectively.
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Some common notations used in this paper are-

The population variance of the study variable y: Sﬁ = {1/ ( N - 1)} ﬁ:( V.- )7)2

=1

The population variance of the auxiliary variable x: §? = {1 / (N - 1)} i(X, -X )2

i=1

The population covariance: S,, = {1/(N-1)}§:(xl. -X)(y-Y)

i=1
The coefficient of variation of x: C =S/ X,

The coefficient of variation of y: C =§ / Y

The population correlation coefficient of x and y: p=S,,/S.S,
and C=pC, /C,.

To estimate the unknown population mean of the study variable Y, let n pairs of
sample observations (y, x,),i=1,2,..n are drawn using simple sampling without

replacement (SRSWOR) from the population U for the study and auxiliary variables
respectively. In case no auxiliary information is available, the mean squared error of usual
unbiased estimator for population mean under SRSWOR is given by

MSE(y)=nY’C: (D)
where, n=n" (1— f ), f =n/ N(sample fraction).

It is assumed that the population mean of the auxiliary variable X is known. The
classical ratio estimator y, :y()? / )_c) suggested by Cochran (1940) is useful when the study
variable and auxiliary variable are positively correlated but when study variable and auxiliary
variable are negatively correlated, product estimator y, :y(;‘c/ X ) given by Murthy (1964) is

more appropriate. The expression for biases and mean squared errors for ratio and product
estimators are respectively given by-

Bias(yR) = nYCf (I—C) (2)
MSE(3,)=nY*| C; +C (1-2C) | 3)
Bias(y,)=nYC:C (4)

MSE(3,)=nY"[ C; +C; (1+2C) | (5)
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Improved estimators for estimating unknown population mean of the study variable
utilizing auxiliary are studied by various authors viz. Searls (1964), Upadhyaya et al. (1985),
Upadhyaya and Singh (1999), Singh and Ruiz Espejo (2003), Upadhyaya et al. (2011),
Yadav et al. (2012), Yadav et al. (2013) etc. and the references cited therein.

Chami et al. (2012) proposed two-parameter ratio-product-ratio estimator for

estimating unknown population mean of the study variable is given by

Tyiap =Y {0‘ {Uﬂ)f—+ﬂ)()} +(1- a){w}

px+(1-B)X (1-B)x+pX ©)

Following Chami et al. (2012), Singh and Yadav (2017) proposed a ratio-product-
ratio family of estimators given by

s | [(-p)E+pD))° px+(1-B) X
T“""”ﬂ_y!al{ﬂﬂ(l-ﬂ))? T (1-B)T + BX 7

In this paper, a generalized family of ratio-product-ratio type estimators for estimating
the population mean of study variable y is proposed which generalizes the earlier works of

Chami ef al. (2012) and Singh and Yadav (2017). It is assumed throughout the paper that the
population size N is very large so that the finite population correction term is ignored and
(N-1)=N.

2. The proposed family of estimators

Motivated by Singh and Yadav (2017), we have proposed the following five-
parameter ratio-product-ratio type estimator for estimating the population mean! as follows

o s al{(Lﬁ)mﬁ)‘oF +a2{ﬁz‘c+(l-,6))_(}y

west “H 0 pr e (1-p) X (1-p)%+ X )

where ¢, o, are constants to be determined such that MSE of the generalized class is

minimum, and J, y are constants which take finite values for designing the different
estimators and 3 can take any values of the known parameters like coefficient of variation,
coefficient of skewness, coefficient of kurtosis and the correlation coefficient (see Singh and
Kumar (2011) and Singh and Solanki (2012)). Introducing power transformation in the

product type part of the Singh and Yadav (2017) family of estimators T, a(? :1% s in the form of y
substantially improves the efficiency of the Singh and Yadav (2017) estimator.

2.1.  First-degree approximation to the bias and mean squared error

To obtain the bias and mean squared error (MSE) up to first-degree approximation,
we define the following relative error terms

}:Y(l-l-eo) and ¥ =X (1+¢)

such that
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E(e,)=E(e)=0, E(ej) = an, E(elz) =nC? and E(eze, )= npC,C, = nCC:
We assume that the sample size n is large enough such that contributions from E(e(’; ) E (ef)

when i>2 and E (eielj ) when (i + j) > 2 are negligible. Expressing the equation (8) in error

terms (e,'s), we get

1 =50+ e)| @ {1+(- B} (1+fe )" +ay (14 fe) {1+(1-ple)” | ©)

Expanding {1+(1—ﬂ)e1}5, (1+Be) ", (1+Be ) and {1+(1-p)e} "as a series in powers of €,
and assuming |e|<min.{1/|8,1/[1-5)

}, keeping series up to o(¢) and neglecting higher

orders, the bias of 7, OZ 7., pto order O(n™) is obtained as

s(1-28) ,
a 1+—77CX(5(1—2/3)+2C—1)}
B(Té’y )_)7 { 2 (10)

a.a.p)
+a2{1+7/(1_22ﬁ)77C)2((7(1—2/3)—2C+1)}—1

The bias tends to zero when 7 tends to N and o +a,=1. The MSE(T,", ,) of the

suggested family of estimators to the first degree of approximation is given by

MSE(T7, )= (1+&Z, + 0,2, + 20,7, - 20,2, - 20,7 ) (11)

,0,,p

where,

Z,=1+] C +C25(1-2) {26 (1-28) +4C -1}
Z,=149[C} +Cly(1-2B8) {27 (1-28) - 4C+1{]

Z, =1+n{cj +Cj%{(l—2ﬂ)(5—y)+4€—l}}

Z,=1+nC:

5(1;2ﬂ){5(1—2ﬁ)+2C—1}

Z, =1+77c37(1_72ﬂ){y(1—2ﬁ)—2C+1}

Differentiating the MSE (T a‘?:ZZ , ﬂ) at equation (11) with respect to ¢, and «,and equating

7 o)
Z3 ZZ aZ ZS (12)

Solving equation (12), we get the optimum values of ¢, and «, respectively as

them to zero, we get
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2,2,-2,Z ,
Q =(L325J=a1
VAR A (13)
_ 2Zs — 22, '
P\ zz,-7;

2

Putting the optimum values ¢/ and ¢, in place of &; and &,in equation (11), the
minimum MSE of the suggested estimator is given by

(14)

MSE .. (T!;s’,gz,ﬂ) _y? {1 B (Zzzf + 21252 -27.7,7, )}

7,7Z,-7:

The equation (14) provides the minimum value of the MSE of the proposed family of
estimator 7.7

05,8
3. A four-parameter ratio-product-ratio estimator

Putting o, =« and o, =1-a, the four parameters ratio-product-ratio estimator 777

is given by

sy —| [(-B)X+BX) ’ ([ BE+(-p)XY
n"“’ﬂ_{a(ﬂﬂ(l-ﬂ)i] 0 a)((l-ﬂ))‘wﬂ)_(J } (15)

where ¢, +a, =1. The bias and MSE of the estimator upto the first degree of approximation

are respectively given by

B(ijaﬁ)z7(1_22ﬂ)77c;[(1—2ﬂ){a(52—y2)+y2}+(2C—1){a(5+y)—y}] (16)

MSE(T7{ ;) =n| € +C2 (1-2B){y ~a(6+7)[ (1-28){r ~a (5 + y)} -2C]]
or (17)
MSE(T} )=V [(1+2,-22)+ &’ (2, + 2, -22,) - 2a(Z, - Z, + Z, - Z)]

MSE(T?7, ) is minimum when ¢ - (2,-2,+2,-2,)

(2,+2,-22,) ™

and is given by

2(z,-2,+2,-2,)

S,y _v2 _ _
MSE, (777, ,)=7?|1+2,-22, AT

=152 (1- p*) = MSE(5, ) (18)

In equation (18), MSE( 7y )indicates the mean square error of the linear regression estimator
q Y q g

y,=y+ ﬂ()_c -X ) So, T;: Ve 5 is equally efficient to the regression estimator.
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4. Efficiency comparison

From equations (1), (3), (5) and (18), we get

MSE(y)-MSE,, (T"7 =180 >0 (19)

MSE(y,)~MSE,, (T, )= ny*C:(1-C)y’ >0 (20)
— S, _ g

MSE(y )~MSE,, (T,7, )=nV’C}(1+C)* >0 (21)

Hence, the T;[ of is more efficient than sample mean y , ratio y, and product y, estimator.

The minimum MSE of proposed family of estimators Tj'g 5 is compared with that of four-

parameter sub-family of estimators MSE(Tj r ﬂ) as

[2(2,-2,)+2,(2,-2,)+2,(2,- 2, )T

22
(2,+2,-22,)(2,2,-2}) 70 -

5,y s, _v2
MSEmin (Tao,l—a,ﬁ ) _MSEmin (Tal 'Zz b ) - Y
In case of T°7 , subfamily of the estimators i.e. Tj[ o> due to the restriction on «,

and «, (a1 +a, :1), both the a and 1-a coefficients of ratio and product type part of

family of estimators are interdependent to each other that leads to obtain the minimum mean
square error of 797 p under ¢, +a, =1 restriction at the optimum value of @ i.e.

Z, -2 +7Z,-7Z . . ' . .
a = ( e B 5) . For the proposed family of estimators 777 p there is no restriction on
" (2,+2,-27,) -

a,and «, constants, therefore, the ratio and product type part of family of estimators are

independent to each other, which leads to obtain the optimum values of ¢, and «,
separately i.e. ¢ :[

product part of the proposed family of estimators are optimized separately, the minimum
mean square error of the proposed family of estimators 7°7 p will be always lesser than its

1772

subfamily of estimators Tag;}:aﬁ' From equation 22, it is inferred that proposed family of
estimators is more efficient than its subfamily of estimators(]fi{aﬁ). Therefore, the suggested

family of estimators 7°7 p is more efficient in comparison to the sample mean, ratio,

17727

product, regression, and Chami et al. (2012) estimator.

. . . 5' .
Comparing MSE of the proposed subfamily of estimators Tallﬁ of and Singh and Yadav

1

(2017) subfamily of estimators T’ 5';_&’ PE

we get

5 ) (1-28)1-7)
MSE(T?., )~ MSE(T, [1-28)1+1)-2a{(1+6)-20]] >0 (23)

al-a,p

)=nCir*
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Therefore, we get the following conditions for efficiency for 777 ,to be better performer than

0,1
al-a,p’

y <L, B <1/2,C>(1-2p)[(1+y)-2a(1+6)]/2
y > 1,8 <12,C< (1-28)[0+y)-2a(+0)]/2
y <LpB>12C<(1-2B[1+y)-2al+3)]/2
y>1L 8> 12,C> (1-2B)[10+y)-2a(1+5)]/2

o 0w

Some known members of the proposed family of estimators Tj‘; as well as sub-family of

w

estimators T:’l’:a 2 and some new members of the proposed family of estimators along with

their corresponding members of Singh and Yadav (2017) estimator are given in the Table 1,
Table 2 and Table 3 (see appendix) respectively.

S. Empirical study

To illustrate the relative performance of the members of the proposed family of
estimators with other estimators considered in this article, the three natural populations from
literature are considered whose descriptions are given below:

Population I [Source: Chami et. al. (2012)]

y: Maximum daily values (in feet) of groundwater for the period of October 2009 to
September 2010 collected at site number 02290829501 located in Florida.

x: Maximum daily values (in feet) of groundwater for the period of October 2008 to
September 2009 collected at site number 02290829501 located in Florida

N=365,n=112, Y =0.5832, X =0.6277, C =1.1504, Cy =0.7681, p=0.9125.
Population II [Source: Steel and Torrie (1960), pp. 282]

y: Log of leaf burn in sack

x: Chlorine percentage
N=30, n=6, Y =0.6860, X =0.8077, C,=0.7001, C =0.7493, p=0.4996.
Population-III [Source: Murthy (1967), pp. 399]

y: Area under wheat in 1964

x: Area under wheat in 1963

N=34, Y=1994411, X =208.8823, C =0.753193, C, =0.720486, p=09801.

The percent relative efficiencies (PREs) of the suggested members of family of estimators
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T°7  and Tj‘fl 4 are compared with the linear regression estimator y, by using the

a,a,,p
following formula:

_ Var ()7,r )
MSE

win (1)

The percentage gain in PRE due to the effect of optimized » in proposed estimator (power

PRE(,3,) *100 ; where 1=T°" _ and 7°
1772

B a,,a,,p

transformation in Singh and Yadav (2017) estimator) is given by

% gain in PRE ={(B— A)/A}*100

where A is Singh and Yadav (2017) estimator and B is our proposed estimator. The average
percentage gain in PRE due to the effect of optimized  (proposed estimator) in the Singh

and Yadav (2017) estimator over three populations considered for study is given by

s ((B-4
Avg % gain in PRE :%Z{(B’A—’)}*IOO, (i=1to3)

i=1 i

In Table 4 (see appendix), the PRE of proposed lezgp 5 1s more to corresponding
T;:laz _pestimator except for four estimators w.r.z. population III where the efficiencies are
equal. Therefore, it may be concluded that the Tof’,zz, s are either more or equally efficient to

Ta‘?’,zz s With respect to almost all the estimators when ¢ =’ and «, =a, which is indicated
by average % gain in PRE. Comparing Table 4 (see appendix), it is concluded that all the

s, . . . . .
T, ’le  estimators are more efficient than linear regression estimator.

To compare the performance of 7, oj :ZZ’ pwith 7, ijlz, s » different combinations have been

developed for 777  (58x45 x4y =80combinations) and 77! (58 x45 =20combinations)

05,8

for & and y taking values = 1, 1.5, 2, 2.5 for ﬂzl,p,Cy,Cx and C. In table 5 (see

appendix), out of 80 combinations of Ta‘? ’,Z{M and 20 combinations of 7! , the best

a,0,,
performing estimator for same value of  of T, G;j‘;gz p and 77 - with respect to population I

has been retained and presented.

It is clear from the Table 5 (see appendix) that at same value of £ the % gain in
efficiency ranges from 0 to 168.07% which concludes that at same value of g, the 7°7  are

a,a,,

either equally or more efficient to 77! at ¢ =o/anda, =a!.

In Table 6 (see appendix), out of 80 combinations of 777 = and 20 combinations of
77" ,the top performing estimator with respect to each population has been retained and
presented.

From Table 6 (see appendix) , it is clear that the proposed family of estimators is

more efficient than Singh and Yadav (2017) family of estimators when dealing with practical
and real-world problems where the % gain in efficiency ranges from 20.26 to 564.64 with
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respect to three populations.

From the empirical study, it is concluded that 777 = should be preferred over 77"

v
Singh and Yadav (2017) family of estimators. Thus, we recommend the use of proposed
family of estimators in practice.

6. The proposed family of estimators in double (two-phase) sampling

In some practical situations, the value of the population mean of the auxiliary variable
is unavailable. In such situations, double sampling (two-phase sampling) is used to estimate
the population mean X, from a large sample of size »n' drawn from population. A second
sample of size n (<n') is drawn from this preliminary large sample to observes the study

variable y .

Let X' :zi:l X, / n,y :ZLI y, / n, and ¥ :Z; X, /n . The usual ratio estimator, product
estimator and regression estimators of population mean of study variable y in double
sampling are respectively defined as

de = J_’(%J (24)
T = y(?j 25)

X
Ty =7+ B(X %) (26)

where B=(s_/s ,) is the sample regression coefficient.
Xy X p g

The double sampling version of suggested generalized family of estimators D;{I _ 1s defined

as

s | [-pE+p) [pE+(1-B)F) o7
D“"““ﬁ_{a‘{ﬂm(l-ﬁﬁ}+a2{(l-ﬂ)f+ﬁf 7

where 0, v are real constants and 3 can take values of known parameters like coefficient of
variation, coefficient of skewness, coefficient of kurtosis and the correlation coefficient along
with real constants and (¢, «,)are suitably chosen constants such that the mean squared

error (MSE) of the developed estimator is minimal. To obtain the bias and mean squared
error (MSE) up to first-degree approximation, we define the following relative error terms

y:Y(1+e0), )'c:)_((l+el) and )'c':)_((l+el')

such thatE(e,)=E(q)=E£()=0, £(e)=nc*=¥,

(0.2)

> E(ef)=77Cj :I/Ez,o)’ E(eIIZ):anf: (;,0)’

E(e,)=npC,C.=nCC; =V, E(ed)=nC: =¥, and E(eg)=npC,C.=n'CC; =V,
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We consider the following notations for getting the expression of bias and MSE of the
proposed estimator

ad-ay=K
0 —ay =1L
a0{5(1-28)-1}+ayr{y(1-28)+1} =5
a6{5(1-28)+1}+ar{y(1-28)-1}=T

v =Voo) t Vo0 =i

o= 7(1_2ﬁ) _V(z,o) {7(1_2ﬂ)+1}+ I/(;,o) {7(1_2ﬁ)_1} _21/20,1) + 2V(;),1) _21/({,1)7(1 —2,3)

= 5(1-28)| Vo {0 (1-28) =1} + Vi {8 (1-28) + 1+ 20 = 2V, =201, 6(1-28)

Vi Vo
D5(1-28)-1}+- : Lo (1-28)+1}+20,, =2V, =V, 0 (1-28)

r=56(1-2p)

!

: { (1-28)- } 2Won+ W V(Ll)y(l—2ﬂ)

<~

p=7(1-25) 22y (1-28)+1}+-2

§:I+V(O~2)

We assume that the sample size 7 is large enough such that contributions from E(ei), E(el”‘)

when i>2 and F (ef,elj ) when (i+ j)>2 are negligible. Expressing the equation (27) in

error terms (e, 's), we get

D ?U+e)_fﬁn¥+ﬂd+m_ﬂkq»+a{?+ﬂ%+0_ﬂk}>} (28)

.. 1+ﬂel+(1_ﬂ)e{ 2 1+,Bel'+(l-ﬂ)e

Expanding {1+ fe] +(1- ,B)el} {1+ﬂe1 (1-,3)6’}_5, {1+ﬂel +(1-ﬂ)e’}7 and {1+ﬂel' +(1-/3)e1}‘7as

1

a series in powers of ¢, and ¢, it is assumed that le,| < min. { } Keeping series up

to 0(¢’) and neglecting higher orders, the bias of D;”a to order O(n™!) is obtained as

B(Djﬁa ﬂ)— [0‘1(1+§j+%(1+§j_1} (29)
The MSE of the proposed estimator is given by

MSE(DS7, )=V (145 Z, + 5 Z, + 240, Z; — 20,7, — 20, Zs ) (30)
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where,

Z, =&+20+ 8w (1-2p)
Z, =E+20+ 'y (1-28)

Z, =érprr—py(1-25)

2
z, =
2
4 _or2
2

Differentiating the MSE( D’ ﬂ)with respect to ¢, and «,and equating them to zero, we have

z, z\[a]_[2 31
Z, Z,]|a, Z;
Solving equation (31), we get the optimum values of ¢, and ¢, as

Z.Z,-Z.7Z ,
al:( 274 325j=al
27,7

a, = (les _Z3Z4 j — a;

(32)
2
lez _Z3

Putting the optimum values ¢ and «, in place of @, and &, in equation (29) and (30), the

optimum bias and the minimum mean square error of D°7 is obtained as
a0

2>ﬁ
_ 2,7} +7,7t-27.7,7
Bot(Dj/ya ﬁ)z_ 1_( 244 T L85 : 344 5) (33)
g o 2122_23
‘ _ Z,Z;}+2722-272.7,7
MSEmin(Da‘ya ﬂ):)ﬂ 1_( 244 145 - 344 5) (34)
o lez_Z3

The equation (34) provides the minimum value of the MSE of the proposed family of

estimator Df’ya pr
1242

6.1.  Particular case in two-phase sampling
For ¢, +a, =1 the suggested family reduces to the following family of estimators

o | ((-pFepR)Y o (pE(-p)RY
Poives = a(ﬂf+(1-ﬂ))_( Hime) (1-B)x + BX G
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The bias and MSE of the estimator to the first degree of approximation are derived as

Y
B0}, )= Lo a(u-o)] 66)
MSE(DS7, )=V [(1+2,-2Z)+a* (2, +2,-22,)~2a(Z, - Z,+ Z,- Z;) | (37

For minima, we took gradient J = (aij of MSE( D>
o :

p=(1/2)and C =(1-28){y —a(r +5)}.

3 ﬂ) and equating it to zero, we get

When g =(1/2)is used in Di’fﬁay 5> We get the usual unbiased estimator of 3> and the MSE

expression becomes

MSE(D’S’Z s IJ =18, (38)
748" 2

746

and when C:(1—2,8){7/—a(7/+5)} is used in D)7 ., we get the asymptotically

optimum estimator (AOE) Dg:{_a’ 5 and the MSE expression transforms into
MSE(DS7, ,)=n*S: (1-p*)+1'S] (39)

Also, MSE (Dj’{a ﬂ) is minimum when  — (2,-2,+2,- %) —a lLe.
T (z2,+2,-2Z,) "

a,l-a,fp

2
MSEmin(Dé‘J ):Y2|:1+Zz—225_2(22_z3+Z4_ZS) :|

Z +Z,-227, (40)

=n*S; (1= p*)+1'S} = MSE(3,,)
where ;' =(N-n')/(Nn') " and n*=n-n'=(n"—n)(nn')"-

Here, MSE (flr d) is the MSE of the double sampling version of linear regression estimator.

Therefore, the estimator D°7

14 18 equally efficient to double sampling version of linear

regression estimator.

7. Efficiency comparison

The suggested class of estimators is compared with y,, y,, and y,, in terms of
MSE’s.

MSE(¥,,)=1Y* [ 7C; +17'C;(1-20) | @)
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MSE(3,,) =17? [ 1C} +177' C(14+20)

(43)
From equations (34), (40), (41), (42) and (43) we get
MSE(%,)—MSE,,, (D1, ,)=n*YC.p’ (44)
MSE (¥4,)~MSE,,, (DJ1..,) =n*¥°C (1-C)’ (43)
MSE (4, )~ MSE,, (D21, ,)=n*¥*C2(1-CY’ (46)
MSE,, (D27, ;) - MSE,,, (D7, ) =72 [2(%-2)+2,(2,-2)+2,(2,-2)] >0 (47

(2,+2,-22,)(2,2,-Z3)

The minimum MSE of D7 5 subfamily of estimators will always be larger than the
proposed family of estimators D?”  as the coefficients of ratio and product type part of

family of estimators in subfamily are interdependent in p°7 ﬁwhile they are independent in

S,y

a,a,,

From equations (44) to (47), it is clear that the proposed family of estimators Dj]’,yaz , ﬁis

more efficient than its subfamily of estimators Dj’ly_a 5> double sampling version of sample

mean estimator y,, ratio estimator y,, and product estimator y,,.

8. Empirical study

To illustrate the relative performance of the members of the proposed family of
estimators with other estimators considered in this article, the two natural populations from
literature are considered whose descriptions are given below:

Population I [Source: Koyunchu and Kadilar (2009)]

y: Number of teachers teaching in both primary and secondary schools.
x: Number of students studying in both primary and secondary schools.

N =923, n' =270, n=180, Y =436.43, X =11440.50, C, =1.86, C,=1.72, C=0.88,
p=0.95.

Population II [Source: Cochran (1977, p.172)]

y: Production of peaches (I bushels).
x: Peach trees in an orchard.

N =256, n' =150, n=100, Y =56.47, X =44.45, C_=1.40, C, =1.42, C =0.90,
o =0.89.



30 DEEPAK SINGH, ROHINI YADAV AND RAJESH SINGH [Vol. 21, No. 2

The percent relative efficiencies (PREs) of the suggested family of estimators D{fl”y% 5

compared with the double sampling version linear regression estimatory, , by using the

arc

following formulas:

| (q*S%(l—pz)“?’S%)
J, ) = i .
PRE(Da,,yaz,ﬂ’ylrd)_ B (ZZZf+lesz_2Z3Z4ZS) *100

7’| 1- -
lez _Zs

(48)

It is observed from the Table 7 (see appendix) that all the members of proposed family of
estimators are performing better in comparison to double sampling linear regression
estimator, therefore, the members are also efficient to double sampling version ratio and
product estimator.

9. Conclusion

We have dealt with the problem of estimating the population mean Y of study
variable using the auxiliary information in the form of different parameters of the variable x
.The proposed family of estimators are very wide and many new estimators can be derived
from the suggested class of estimators. It includes all the estimators recently proposed by
Singh and Yadav (2017) along with the two parameters ratio-product-ratio estimator
proposed by Chami et al. (2012).

To judge the performance of the proposed family of estimators with other estimators,
an empirical study has been carried out. From the Table 4 (see appendix), it is observed that
the suggested family of estimators is efficient to sample mean estimator y, linear regression
estimator y, and Singh and Yadav (2017) estimators. At same value of 4, proposed family
of estimators should be preferred over Singh and Yadav (2017) estimators (Table 5 (see
appendix)) . For identifying the most efficient estimator, the proposed family of estimators
should be preferred over Singh and Yadav (2017) family of estimators (Table 6 (see
appendix)). All the members of double sampling version of the proposed family of estimators
are efficient to double sampling version of ratio, product, and linear regression estimator.
Thus, we recommend the use of proposed family of estimators in practice.
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Table 1: Some known members of the proposed family of estimators Tj’; Y
Value of constants Value of constants
S.No. Estimator | S.No. Estimator
(0{1,0{2, ﬁr 5' V) (a1; as, B' 6' ]/)
1 (@ 1,0.1) | 2 11,0
Upadhyaya et al.(1985) Upadhyaya et al. (1985)
estimator estimator
Table 2: Some known members of the Tj"{_ ap sub-family of estimators
Value of constants Value of
. constants .
S.No. Estimator | S.No. Estimator
(alJ aZ'ﬁ' 6) ]/) (al'a2r:8' 6')/)
1. (@ 1-0,1,1,1) .. 4. (@ 10,1, 6,1) Tiil_ "
Singh & Ruiz Espejo Pandey (1980)
(2003)
2. (a1, ,1,1) T s 5. (1,0,1,1/2 %) T
Chami et al. (2012) Swain (2014)
3. (1L0,1,2%) T 6. (1,0,1,6, % e
Kadilar and Cingi (2006) Srivastava (1967)
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Table 3: Some members of the proposed family of estimators along with their
corresponding members of Singh and Yadav (2017) estimator

Members of estimator

Corresponding members of Singh

and Yadav (2017) Estimator T j L

TS B
@y P at y=1
Value of Estimator Value of constants Estimator
SL constants
No.
(a1, az,B,8,7) (a1, az,B,6,v)
1. (@, 2,107 L:’,Z . (@, a,1,0,1) ;j’}az‘l
2. (e @, 0,0, 7) o (e, @,,0,0,1) o
3. (e @, 1,1/2,7) T (e @, 1,1/2,1) e
4, (@ @, 1,2, 7) e (@, a,,1,2,1) T,
5. (@, @, C, 1/2,7) e (@) @, C, 1/2,1) )%
6. (@ 2:C, 1) (e 2 € 11)
7. (e, @, C,2,7) . (e, @, €, 2,1) s C,
8. (2, ,C.07) e (@ @, C,0,1) s,
9. (@ @, p. 1, 7) . (@, @ p,1,1) .
10. (@, @, p.2,7) e (@) @, p.2,1) A
11. (al, a,C,1, y) Ty . (a2, €, 1,1) T o
12. (@, @, C.27) T (al, a,C,2, 1) T
13. (05,05,1,2,7) T0s, (05,05,1,2,1) T3
4. | (505027 Thec (05.05.¢,2.1) Tse
15. (05,05,0,1,7) Tios, (05,05, p,1,1) Tos,
6. | (305027 Tse, (0505021 Tihose
7. | (15050.27) T 05.05.C.2.1) T

,,,,,

Note: Estimators from S. No. 1 to 12 corresponds to «, =a,, a, =a,and estimators from S.

No. 13 to 17 corresponds fora, =a, a,=1-a
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Table 4: PREs of several members of proposed family of estimators and Singh and
Yadav (2017) estimator due to ¥ =1

Real values 5,1 8.y
a,,a,,p a,a,.p
Estimator 5 5 PRE PRE
(A) (B)
Population I
1 1 0 100.88 (y =1) 470.61 (y =8)
2 0 0 100.98 ( =1) 1545.40 (3 =9)
3 1 2 122.64(y =1) 435.12(y =3)
4 C 0.5 100.50(y =1) 138.31(y =16)
5 C 1 108.47(y =1) 466.59 (y =5)
6 C 2 187.59(y =1) 478.72(y =1.5)
7 C 0 101.60(y =1) 388.53(y =6)
8 P 1 101.60 (y =1) 388.53 (y =20)
9 P 2 101.24 (y =1) 869.98 (y =5)
10 C 2 102.25(y =1) 1254.19(y =19)
Y
Population II
1 1 0 10223 (y =1) 207.24 (y =-5)
b 0 0 109.61 (y =1) 207.24(y =5)
3 1 ) 151.75(y =1) 1461.06 ( = 3)
4 C 0.5 105.20(y =1) 113.62 (y =-5)
5 C 1 107.24 (y =1) 108.42 (y =5)
6 C ) 11253 (y =1) 132.25(y =5)
7 C 0 103.52(y =1) 121.42 (y = -5)
8 e, 1 103.52(y =1) 121.42(y =5)
9 Yo, ) 105.14(y =1) 105.15(y =5)
10 C ) 109.88 (¥ =1) 117.19(y =5)
Y
Population I1I
1 1 0 372578 (y =1) 372578 (y =1)
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3 1 o) 560.56 (y =1) 560.56 (y =1)
4 C, 0.5 13924 (y = 1) 496.05 (y = 3)
5 C. 1 116.27 (y =1) 567.12(y =5)
6 C. ) 100.47 (y =1) 116.15(y =10)
7 C 0 19126 (y =1) 67273 (y =2)
8 p 1 191.26 (y =1) 672.73 (y =10)
9 Yo, ) 100.09 (y =1) 35349(y =1)
10 Cy ) 100.03 (y =1) 100.03(y =1)

Note: (1) “A” indicates Singh and Yadav (2017) estimator; (2) “B” indicates proposed

estimator.
Table 5: Top performing estimators of T:’,Z B and sz::lz. 5 At constant B when a = al’
and @, = a; for Population-I
5,1 Sy
a,.a,.B a,,a,.p % gain
S.no. B in PRE
o PRE (A) o Y PRE (B)
l. 1 2.5 145.85 2.5 2.0 390.98 168.07
2. 1.1504 2.5 455.30 1.5 2.5 547.56 20.26
3. 0.9125 2.5 119.60 2.5 2.5 193.41 61.72
4. 0.7681 2.5 104.15 2.5 2.5 109.65 5.28
5. 0.6092 2.5 100.21 2.5 1 100.21 0.00
Table 6: Top performing estimators of Ta‘f:’; B and Tvzsz» s When @ =a1' and @, =a;

for three populations

5.1 8.y % gain
Pop. “eh % h in PRE
B 5 | PRE (A) B S /4 PRE (B)
. C, 2.5 45530 | C | L5 2.5 547.56 20.26
i. 1 2.5 189.85 1 2.5 2 710.58 274.29
ii. 1 1 560.57 1 0 1 3725.78 564.64
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Table 7: PREs of Djl"’az’ » family of estimators when @, = al’ and @, = a;

[Vol. 21, No. 2

Real Population I Population II
o values
=]
= B (5, },) PRE of (5’ },) PRE of
£ D°7  w.r.t o
; a]'aZHB ol olle “1'“2'/7
= = It
MSE( y,rd) wr.t.
MSE(5,,)
1 1 (O=Ly=8) 141465.86 (0 =5,y =5) 1212.20
2 0 (0=2,y=10) 1977.39 (0=4,y=06) 3448.88
3 P (0=Ly=10) 956.79 (0=2,y=12) 6151.28
4 C. (6=05,y=1) 596.20 (6=0.5,y=6) 1317.25
5 C, (0=0.5,y=1) 272.94 (0=0.5,y=06) 15756.31
6 C (0=1y=20) 16963.29 |(6=2,y=11) 12634.51
7 f (0=12,y=6) 5528.56 (0=0.5,y=2.5) 445.12
8 1-f (0=2,y=10) 382.42 (0=4,y=0.5) 547.72
9 11+ f (0=2,y=10) 1360.60 (0=10,y=12) 1943.52
10 2f 1+ f (0=05,y=1 302.70 (0=5,y=1.5) 276.38
11 fN-f O0=Ly=2) 255.01 (0=Ly=1.5) 268.89
12 1 1-f/1+ f| (6=10,y=15) 813.12 (O=Ly=5) 305.58




