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Abstract
The science of cryptography makes use of knowledge from several areas of mathe-

matics including number theory, algebraic and combinatorial structures, probability, linear
algebra, information theory and others. In this article we give a brief and selected review of
some combinatorial structures and highlight their applications in some cryptograhic schemes.
Among these structures are the orthogonal arrays, which were introduced by Prof C. R. Rao
more than seventy years ago for applications in statistics. Their use in this new field of
cryptography is yet another example of the versatility and power of these arrays.
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1. Introduction and preliminaries

Cryptography is an ancient subject, with its early forms traceable to the Pharaonic
period of ancient Egypt. The early forms of cryptography were basically some forms of
a ‘substitution cipher’ in which the sender substituted each letter in the plain text of the
message by another letter according to some substitution rule g. This substitution rule was
known by the receiver and so he could use d = g−1 to get the original plain text back from
the cipher text. It is known that different versions of this method of cryptography were used
by the Romans in Caesar’s time, the Indians in ancient times, and in the world wars as the
rotor-cipher machines, e.g., the Enigma machine (cf. Kahn, 1996).

Over time, these encryption and decryption methods have grown in sophistication
and complexity. Currently, cryptography is a field of fundamental importance for protecting
the confidentiality and integrity in communication. Various ideas from mathematics and
statistics, for instance, number theory, specially prime numbers and finite fields, combina-
torics and designs of experiments, sampling methods, results from probability theory, are
used to design a variety of cryptographic schemes.
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In this article, we first describe some selected combinatorial structures which are used
by statisticians in the context of designs of experiments and then, we give a flavour of the
usefulness of these structures in the context of cryptography. This selection is purely subjec-
tive and for the sake of brevity, many other interesting uses of these and other combinatorial
structures in cryptographic schemes could not be covered.

Section 2 describes the combinatorial structures with examples. Section 3 introduces
some areas in cryptography and uses the examples of Section 2 to illustrate how these
combinatorial structures are useful in building the schemes for these areas. Throughout, we
avoid mathematical details and give references where the details may be found.

2. Some combinatorial structures

In this section we briefly review some of the combinatorial structures which are used in
statistics and give examples which are later used in Section 3. For details on these structures
we refer to the books by Raghavarao (1971) and Street and Street (1987). More details on
the applications of these structures to cryptographic schemes can be found in the books by
Stinson (2004), and Stinson and Paterson (2018), and in the references cited.

We shall write 1n and In to denote the unit vector of order n and the identity matrix
of order n, respectively. Let Ja×b = 1a1′

b and Oa×b be an a × b null matrix. A finite field of
order s will be denoted by GF(s), where s is a prime or prime power. We write Ω to denote
a set of s symbols, labeled by 0, 1, . . . , s − 1.

2.1. Hadamard matrix

Definition 1: An n × n matrix Hn, with elements −1 and 1 is called a Hadamard matrix if
HnH ′

n = nIn.

As seen below, H1 and H2 exist. For n > 2, it is known that Hn exists only if n is
an integral multiple if 4. According to the Hadamard conjecture, the converse is also true.
Clearly, any two distinct rows of Hn differ in exactly n/2 positions. Also, if we multiply all
elements in a row (or column) of Hn by −1, the matrix still remains a Hadamard matrix.
So, without loss of generality, we can write all Hadamard matrices in the standard form, i.e.,
with all entries in first row and first column being equal to 1.

There are many methods for constructing these matrices, the simplest one is due
to Sylvester (1867) who showed that if Hn is a Hadamard matrix, then H2 ⊗ Hn is also a
Hadamard matrix of order 2n where ⊗ denotes Kronecker product. Hence, with H1 = (1),

and H2 =
(

1 1
1 −1

)
, a Hadamard matrix of order 2k can be constructed for every non-

negative integer k. These matrices are in standard form and all rows (columns) except the
first row (column) have +1 in exactly n/2 positions and −1 in the remaining n/2 positions.

Example 1: H8 constructed by Sylvester’s method is as follows:
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1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 −1 1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 1 −1


In statistics, Hadamard matrices are used in constructing designs for experiments,

e.g., optimal weighing designs. These matrices have also found applications in signal pro-
cessing and telecommunication. (cf. Yarlagadda and Hershey (1997) and Serberry, Wysocki
and Wysocki(2005)). In section 3.2 we highlight the use of these matrices in constructing
error-correcting codes.

2.2. Orthogonal arrays

In a series of landmark papers (1946, 1947, 1949) C R Rao proposed some combi-
natorial structures with applications to statistics, and gave their constructions. Since then,
these structures have been widely studied and the entire class of these structures has been
called Orthogonal arrays (OAs).

Definition 2: An M ×k array with entries from a set Ω of s symbols is an orthogonal array
(OA) with M runs, s symbols, strength t(0 ≤ t ≤ k) and index λ if every M × t sub-array
of this array contains each t-tuple of elements from Ω exactly λ times as a row. Clearly,
M = λst. Such an array will be denoted by OA(λst, k, s, t).

From Definition 2.2 it follows that an OA of strength t and index λ is also an OA
of strength t′ (0 ≤ t′ < t) and index λst−t′ . Also, if a Hadamard matrix H4n exists, then
writing it in the standard form and then deleting the first column, one can easily obtain an
OA(4n, 4n − 1, 2, 2).

Rao (1946, 1947) gave a method for obtaining the OA(sn, sn−1
s−1 , s, 2) whenever n ≥ 2,

over GF(s). For this, we write all n-tuples from GF(s) as rows to get an sn × n array
with columns C1, C2, . . . , Cn. Then the columns of the OA are of the form ∑n

i=1 ziCi where
zi ϵ GF (s), zi not all zero, and the first non-zero zi is unity. This method of construction
gives what are known as linear OAs and is illustrated in Example 2.

Example 2: The following is an OA(8,7,2,2), where the first 3 columns are written first
and then the next 4 columns follow as described above.

0 0 0 0 0 0 0
0 0 1 1 1 0 1
0 1 0 0 1 1 1
0 1 1 1 0 1 0
1 0 0 1 1 1 0
1 0 1 0 0 1 1
1 1 0 1 0 0 1
1 1 1 0 1 0 0
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Many other methods of construction of orthogonal arrays are available in the litera-
ture. Rao (1947) gave bounds for N for OA(N = λst, k, s, t) and Bush (1952) gave improved
bounds for arrays of index unity. Arrays of index unity are of special interest and as shown
in Bush (1952), if s(≥ 2) is a prime power then an OA(st, s + 1, s, t) of index unity exists
whenever s > t. Furthermore, an OA(s3, s + 2, s, 3) exists if s is a power of 2 and Example
3 gives such an OA.

Example 3: OA(8,4,2,3) of index unity.
0 0 0 0
0 1 1 0
1 0 1 0
1 1 0 0
0 0 1 1
0 1 0 1
1 0 0 1
1 1 1 1

For a comprehensive exposition on OAs we refer to Hedayat, Stufken and Sloane
(1999). In statistics, OAs are used in constructing designs, specially in the context of frac-
tional factorial designs, (cf. Mukerjee and Wu (2006)). In Section 3 we describe the use of
OAs in constructing codes and threshold schemes.

2.3. Binary block designs

Definition 3: A block design is an arrangement of v symbols in b blocks or sets of sizes
k1, . . . , kb, the ith symbol occurring ri times in the design, 1 ≤ i ≤ v. The incidence matrix
N of the design is a v × b matrix, such that its (i, j)th element equals the number of times
the ith symbol occurs in the jth block, 1 ≤ i ≤ v, 1 ≤ j ≤ b. For 1 ≤ i1 < i2 ≤ v, let λi1i2

denote the number of blocks containing symbols i1 and i2.

The design is binary if the symbols in each block are distinct, i.e., N is binary. A
binary design with r1 = . . . = rv = r and k1 = . . . = kb = k shall be written as a binary
(v, b, r, k) block design.

2.4. Balanced incomplete block designs (BIBDs)

Definition 4: A binary (v, b, r, k) block design with k < v and λi1i2 all equal (=λ, say) is
called a Balanced Incomplete Block Design (BIBD).

We write such a design as BIBD(v, b, r, k, λ). It follows from Definition 2.3 that
b ≥ v, vr = bk and r(k − 1) = λ(v − 1). A BIBD with v = b, r = k is called a symmetric
BIBD. BIBDs with k = 3 (or Steiner’s triple systems) have been specially studied and one
is shown in Example 4.

Example 4: A BIBD(v = b = 7, r = k = 3, λ = 1), with blocks as columns.
2 1 1 2 1 4 3
3 3 4 6 2 5 5
4 6 7 7 5 6 7
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Definition 5: A BIBD (v, b, r, k, λ) is said to be resolvable if its blocks can be partitioned
into r sets, each set containing b/r blocks, such that every set contains each treatment exactly
once.

Example 5: A resolvable BIBD(v = 9, b = 12, r = 4, k = 3, λ = 1) with blocks grouped
into 4 sets of 3 blocks is shown below, blocks within each set written as rows:

1 2 3
4 5 6
7 8 9

1 4 7
2 5 8
3 6 9

1 6 8
2 4 9
3 5 7

1 5 9
2 6 7
3 4 8

Several methods of construction of BIBDs are known, e.g., if a Hadamard matrix Hn

exists and is in standard form, then deleting its first row and column and replacing -1 by 0,
we get the incidence matrix of a symmetric BIBD with parameters (v = b = 4t − 1, r = k =
2t − 1, λ = t − 1). Again, if we delete a block from this BIBD and delete all symbols that
occur in this deleted block, we get the residual design as a BIBD(2t, 4t − 2, 2t − 1, t, t − 1).

Example 6: Starting from H12, we can construct a BIBD(11, 11, 5, 5, 2). Then the residual
design obtained from this is a BIBD(6, 10, 5, 3, 2).

In statistics, BIBDs are well studied and known to be A-,D-,E-optimal for a full set
of orthonormal treatment contrasts in the class of all block designs with v treatments in b
blocks of size k each. In Section 3 we illustrate their use in obtaining anonymous threshold
schemes and visual cryptographic schemes.

2.5. Pairwise balanced designs (PBDs)

Definition 6: A block design with ri all equal (= r, say) and λi1i2 all equal (= λ, say),
is called a Pairwise Balanced Design. It will be written as PBD(v, {k1, . . . , kp}, λ) where
k1, . . . , kp are the possible block sizes.

Example 7: A PBD(5, {3, 2}, 2) with blocks shown as columns

1 2 1 2 1 2 3 4 1 1
2 3 3 4 3 3 5 5 2 4
5 4 4 5 5

In Section 3 we illustrate their use in obtaining visual cryptographic schemes.

2.6. Partially balanced incomplete block designs (PBIBDs)

Definition 7: A binary (v, b, r, k) block design with k < v and λi1i2 taking only 2 values,
(= λ1, or λ2, say) for all 1 ≤ i1 < i2 ≤ v. will be called a Partially Balanced Incomplete
Block Design (PBIBD) with two associate classes.

Such a design will be written as PBIBD (v, b, r, k, λ1, λ2). There are various association
schemes underlying PBIBDs, these schemes determining which pair of symbols occur together
λ1 times and which occur λ2 times. For simplicity, we do not elaborate on association schemes
and refer to Raghavarao (1971), pp 121-127, for details.
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Example 8: A PBIBD (6, 4, 2, 3, 0, 1) with blocks as columns

1 1 2 3
2 4 4 5
3 5 6 6

In Section 3 we illustrate their use in obtaining visual cryptographic schemes and also mention
their use in key predistibution networks.

3. Applications in cryptography

3.1. Codes and error-correcting codes

Definition 8: Let Ω be a set of elements or symbols. A set of k-tuples of the symbols in
Ω, where k ≥ 1 is an integer, is called a code C over the alphabet Ω. Each k-tuple in C is
called a codeword. If Ω = GF(2), then C is a binary code.

The Hamming weight of a codeword is the number of ones in it. The Hamming
distance between any two codewords is the number of positions in which they differ. The
distance of a code C, denoted by d, is the minimal Hamming distance between any two
distinct codewords in C. A code with N codewords, each of length k over an alphabet Ω
consisting of s elements, and having distance d may be written as a (N, k, d, s) code.

An error-correcting code can correct errors incurred during the transmission of data
over noisy channels. A linear block code takes a sequence of m symbols from Ω and encodes
it as a sequence of k(> m) symbols. The redundant elements are added to the original
message to facilitate recovery of the message. The ability of a code to detect and correct
errors is measured by its distance d; a code with distance d can correct up to a maximum of
e errors where e = ⌊ (d−1)

2 ⌋ and can detect up to d − 1 errors.

3.1.1. Hadamard codes

Error-correcting codes obtained from Hadamard matrices have the maximal error
correcting ability for a given length of codeword and so these are useful when a message
is transmitted over a noisy or unreliable channel. For instance, as described in Serberry et
al. (2005), these codes were used in the 1960’s in the Mariner and Voyager space probes to
encode information transmitted back to the earth and due to the powerful error-correction
capabilities of these codes, it was possible to decode properly the pictures of Jupiter, Saturn,
Uranus, Neptune and their moons.

Hadamard matrices obtained from Sylvetser’s method of construction are usually
used for obtaining Hadamard codes as they lead to linear codes, but Hadamard matrices
constructed by other methods lead to codes too, though not necessarily linear. These latter
codes were first studied by Bose and Skrikhande (1959) in connection with symmetrical block
code designs.

Let n = 2k. A Hadamard code C is obtained from a Hadamard matrix H2k by
replacing −1 by 1 and 1 by 0. The rows of C are the 2k codewords, each of length 2k. As
discussed in Section 2.1, all rows of Hn, other than the first row, have +1 in exactly n/2
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positions and any two distinct rows of Hn differ in exactly n/2 positions. So, with n = 2k,
each non-zero codeword in C has Hamming weight 2k−1 and any two codewords in C have
Hamming distance equal to 2k−1.

Example 9: Let a message x be represented as a binary vector of length 3. So m = 3 and
we use a code based on H8 shown in Example 1, by replacing -1 by 1 and 1 by 0. Table 1
shows the original messages and the corresponding encoded messages given by codewords of
length 8 obtained from rows of H8.

Incidentally, it may be mentioned here that the rows on the right side of Table 1 can
also be obtained as a linear transform of the array on the left, over GF(2). Then, on deleting
the first column of zeros, we get an orthogonal array OA (8,7,2,2) which is isomorphic to the
one shown in Example 2. So an OA (8,7,2,2), with a column of zeros added to it, can also
give the same code as in Table 1, but the construction of the code from H8 is simpler.

Table 1: Original and Encoded messages

Original message Encoded message
0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 1 0 1 0 1 0 1
0 1 0 0 0 1 1 0 0 1 1
1 1 0 0 1 1 0 0 1 1 0
0 0 1 0 0 0 0 1 1 1 1
1 0 1 0 1 0 1 1 0 1 0
0 1 1 0 0 1 1 1 1 0 0
1 1 1 0 1 1 0 1 0 0 1

For a message x, the encoded message is transmitted and the received message is a
vector of length 8, say y, with a possible error, i.e., flipping of 0 and 1. To decode y, we find
the Hamming distance between y and the 8 codewords, the message corresponding to the
codeword with the least Hamming distance will be the original message. For example, if y
= 0 1 0 0 0 1 1 0, then the Hamming distance between y and the 8 codewords in their order
of Table 1 are 3,3,5,1,3,3,5,5. The least value 1 corresponds to the codeword 0 1 1 0 0 1 1 0.
So the original message is decoded correctly as 1 1 0. Thus, one error can be corrected.

A Hadamard code has a large block length (= 2k) compared to the message length
k. However, it can correct 2k−2 − 1 errors in a 2k-bit encoded message, which is extremely
good.

Moreover, we can improve upon code C by writing the code as C =
(

H2k

−H2k

)
and

then replacing −1 by 1 and 1 by 0 as before. So by this method, the code in Example 9 can
be improved upon. It is easy to see from Definition 2.1 that such a code C can accommodate
k + 1 messages while still having block length 2k and distance 2k−1. This code C is also
sometimes called a Hadamard code and it is the same as the first order Reed-Muller code
over the binary alphabet.
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3.1.2. Codes from orthogonal arrays

For a (N, k, d, s) code, the Singleton Bound is N ≤ sk−d+1. Codes for which N
attains this bound are called the maximum distance separable (MDS) codes as they have
the maximum possible distance between codewords. It can be shown that orthogonal arrays
with index unity are equivalent to MDS codes, i.e., an (sk−d+1, k, d, s) code is equivalent to
an OA(st, k, s, t), where t = k −d+1. So MDS codes can be obtained from orthogonal arrays
of strength unity which were discussed in Section 2.2.

Example 10: When t ≥ 2 is an integer and s is a prime power, an OA(st, s, s, t) exists and
this gives an MDS (st, s, s − t + 1, s) code which is the well known Reed Solomon code, being
optimal with respect to the Singleton bound.

There is another bound on N called the Sphere-packing Bound and a code for which
this bound is satisfied with equality is called a perfect code. It can be shown that for s a
prime power and an integer n ≥ 2, if we start from the linear OAs(sn, sn−1

s−1 , s, 2) constructed
as in Example 2 and then take the code which is the orthogonal complement of this OA,
we will get a perfect (sm, sn−1

s−1 , 3, s) code, where m = sn−1
s−1 − n. These codes are known as

Hamming codes. When s = 2, the code is (22n−n−1, 2n − 1, 3, 2).

Example 11: Starting from an OA(8,7,2,2), shown in Example 2, the orthocomplement of
this array gives a binary Hamming code or a (16,7,3,2) perfect code.

Interestingly, from a binary Hamming code C if we form a matrix A with its columns
being the codewords of C with weight 3, then it can be seen that A gives the incidence
matrix of a symmetric BIBD with 2n−1 treatments and blocks of size 3, i.e. a Steiner’s
triple system. So the (16,7,3,2) code constructed as above will give the incidence matrix of
the BIBD (7, 7, 3, 3,1) as shown in Example 4.

3.2. Threshold schemes

Let a and b be two integers, 2 ≤ a ≤ b. Suppose there is a secret K and a set of b
participants P . A dealer who does not belong to P , assigns each participant a ‘share’, i.e.,
some partial information about K.

The method of assigning these shares is called a (a, b) threshold scheme if any a
participants can compute the secret K by pooling their shares, and no set of a−1 participants
can recover K from their shares. The secret K can be chosen from a set of secrets K and
each share is chosen from a specified share set S.

These schemes have many uses, e.g., there may be a set of 5 individuals, each of
whom hold a key to a safe but the safe can be opened only if 3 or more persons use their
keys together, it cannot be opened by any single person or 2 persons. This is a (3,5) threshold
scheme.

An (a, b) threshold scheme is called an anonymous (a, b) threshold scheme if the par-
ticipants receive distinct shares and the recovery of the secret can be done by a participants
without knowing which participant holds which share.
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3.2.1. Threshold (a, b) schemes from orthogonal arrays

A (t, k) threshold scheme can be obtained from an OA(st, k + 1, s, t). For assigning
the shares, the rows of the OA are first rearranged so that they can be grouped in sets of
st−1 rows, the last column of every row in the ith group having the symbol i, 0 ≤ i ≤ s − 1.
The scheme will have s secrets each secret corresponding to one group and s shares, each
share corresponding to one symbol of the OA. The participants know the OA which is used
in the scheme.

If the dealer wants to assign secret i, he chooses one row at random from the ith
group and assigns the element in the jth column to the jth participant, 1 ≤ j ≤ k. This will
be a (t, k) threshold scheme. Since the OA has strength t and index unity, if t participants
combine their shares, there will be a unique row of the OA which will match with their t
shares in the corresponding t columns, and so the secret will be revealed. This is because,
with the knowledge of the OA, participants will be knowing the group that this unique row
comes from. There will not be any such unique row if t − 1 or fewer participants combine
their shares, thus making the scheme secure. This scheme is not anonymous since in order
to reveal the secret, it must be known which participant held which share.

Example 12: The OA(8,4,2,3) in Example 3 gives a (3,3) threshold scheme where all
participants have to get together in order to reveal the secret.

3.2.2. Anonymous (a, b) threshold schemes from resolvable BIBDs

An anonymous (2, k) threshold scheme can be obtained from a resolvable BIBD with
λ = 1. To see this, consider a resolvable BIBD(v, b, r, k, 1). From Definition 2.4, r = v−1

k−1 and
the b blocks can be divided into r disjoint sets say L1, . . . , Lr, each set having b

r
blocks. The

dealer can share r secrets, each secret associated with a set and there will be v shares, each
share associated with one symbol. There can be k participants, the resolvable design being
known to all participants. Suppose the dealer picks a set Li as the secret and chooses any
random block from this set. He allocates the k symbols in this block to the k participants,
each getting one symbol. This will be a (2, k) anonymous threshold scheme as illustrated
below.

Example 13: Consider the resolvable BIBD with λ = 1 in Example 5. It is divided into 4
sets L1, . . . , L4, and so, there are 4 secrets. Since k = 3 there can be 3 participants. Suppose
the secret is L2 and the dealer chooses the block {2,5,8} and allocates 2, 5, and 8 to the 3
participants, respectively. Now if participants 2 and 3 get together, their combined share is
{5,8} and since the BIBD has λ = 1, there is a unique block which can have the symbols 5
and 8 together. So they can identify the secret L2 uniquely, while this identification cannot
be done by any single participant. Thus this is a (2,3) anonymous threshold scheme. This
scheme is anonymous as it it not necessary to know which participant held which share.

3.3. Visual cryptographic schemes

Visual cryptographic schemes (VCS) are threshold schemes which encode a secret
image or text in such a way that the decoding can be done simply by the human eye,
without any computations. Naor and Shamir (1994) introduced VCS for black and white
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images. In a (k, n) VCS with n participants, a secret image, or text is encrypted into n
shares, each share being printed on a transparency sheet. Each participant is given one
share, and if k of them stack their shares one on top of another, the secret is discernible
visually. If less than k participants stack their shares, the secret is not visible.

During encryption, each pixel of the original image is encrypted into a number of
subpixels, say m. This number m is called the pixel expansion of the VCS. The clarity with
which a reconstructed image is visible is measured by the relative contrast of the VCS. The
aim is to keep m small and relative contrast high.

For simplicity, we will only elaborate on VCS for black and white images.

Suppose the n participants are labeled as 1, . . . , n. Given a Boolean matrix A, let
Ai denote its ith row and Aij denote the Boolean ‘or’ of rows Ai and Aj. Let w(T ) be the
weight of a Boolean vector T . We assume that the secret image is a collection of black and
white pixels, and a black(white) pixel will be represented by 1(0).

Definition 9: A (2, n) VCS, with n participants and pixel expansion m, is defined by two
n × m Boolean basis matrices S1 and S0, respectively, for black amd white pixels such that
(i) S1 and S0 are equal up to a column permutation, i.e., w(S1

i ) = w(S0
i ), 1 ≤ i ≤ n, and

(ii) w(S1
i1,i2) > w(S0

i1,i2), 1 ≤ i1 < i2 ≤ n.

Let π be a random permutation of {1, . . . , m}. While encryption, if a pixel in the
secret image is black(white), then π is applied to the columns of S1(S0) and row i of the
permuted matrix forms the share of the ith participant. Thus each pixel of the image is
encrypted and distributed into n shares, each of which consists of m subpixels. The random
permutation used in allocating shares together with condition (i) of Definition 3.2 ensures
that no single participant can recover the image. Moreover, for any ii < i2, if shares i1 and
i2 are stacked together by aligning the subpixels, and the combined share is obtained by
taking the Booelan ‘or’ of these 2 shares, then condition (ii) of Definition 3.3 guarantees
that the grey level of a black pixel is darker than that of a white pixel and this makes the
recovered image discernible. For any i1 < i2, the quantity ξi1,i2 = m−1{w(S1

i1,i2) − w(S0
i1,i2)}

is positive in view of (ii), and it is called the relative contrast of the recovery of the image
by participants i1 and i2.

A VCS is said to be balanced if the ξi1,i2(1 ≤ i1 < i2 ≤ n) values are all equal (=ξ,
say) and unbalanced otherwise. In any balanced (2, n) VCS, for given n, the relative contrast
ξ is bounded above by (= ⌊n/2⌋⌈n/2⌉

n(n−1) ) = ξ0, say.

3.3.1. Obtaining (2, n) VCS from BIBDs

Blundo, De Santis and Stinson (1999) gave the following three constructions of bal-
anced (2, n) VCS, and for all of these the relative contrasts attains the upper bound ξ0 for
given n.

If a BIBD(n, b, r, k, λ) exits, then there exists a balanced (2, n) VCS with m = b and
ξ = ξ0 = (r − λ)/b with S1 as the incidence matrix of the BIBD and S0 = [Jn×r, On×(b−r)].
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Example 14: From the BIBD in Example 4 we have:

S1 =

0 1 1 0 1 0 0
1 0 0 1 1 0 0
1 1 0 0 0 0 1
1 0 1 0 0 1 0
0 0 0 0 1 1 1
0 1 0 1 0 1 0
0 0 1 1 0 0 1

S0 =

1 1 1 0 0 0 0
1 1 1 0 0 0 0
1 1 1 0 0 0 0
1 1 1 0 0 0 0
1 1 1 0 0 0 0
1 1 1 0 0 0 0
1 1 1 0 0 0 0
1 1 1 0 0 0 0

After permuting the columns of S1 and S0, when a row of S1(S0) is assigned as a subpixel
corresponding to a black(white) pixel to a participant, he cannot know what the original
pixel was since in both cases he gets a Boolean vector with weight 3. But when any 2
participants combine their shares, ‘or’ of any 2 rows of S1(S0) give a Boolean vector with
weight 5(3). So, on recovery, if the original pixel was black, it appears darker to the human
eye than if the original pixel was white. So, ξ = (5 − 3)/7 = 2/7.

Suppose n is even. Then a (2, n) VCS exists with optimal ξ and smallest possible
pixel expansion (m = 2n − 2) if there exists a BIBD(n, 2(n − 1), n − 1, n/2, n/2 − 1).

Example 15: The BIBD (6, 10, 5, 3, 2) of Example 6 will give a (2, 6) VCS with optimal
ξ = 3/10 and smallest possible pixel expansion for this value of n as m = 10.

3.3.2. Obtaining (2, n) VCS from PBDs

Suppose n is odd. Then there exists a (2, n) VCS with pixel expansion m and optimal
ξ if there exists a PBD (n, {(n + 1)/2, (n − 1)/2}, r − m(n + 1)/4n) with exactly m blocks,
where r is the common replication number of each symbol. As before, S1 will be the n × b
incidence matrix of the PBD and S0 = [Jn×m, On×(m−r)].

Example 16: The PBD(5, {3,2},2) of Example 7 is a PBD with parameters as above with
n = 5, m = 10 and r = 5. So this will give a (2, 5) VCS with m = 10 and ξ = 3/10.

3.3.3. Obtaining (2, n) VCS from PBIBDs

Adhikary and Bose (2004) and Adhikary, Bose, Kumar and Roy (2005) used Latin
squares and PBIBDs to show that one can get unbalanced (2, n) VCS where the relative
contrast for some pairs of participants are more than the optimal bound of ξ for the balanced
case. Moreover, given v, since PBIBDs require only partial balance, they have fewer blocks
than BIBDs, and hence lead to VCS with smaller pixel expansion (m) than those from
BIBDs. We illustrate their method with PBIBDs below:

Example 17: The PBIBD (6, 4, 2, 3, 0, 1) in Example 8 gives (2, 6) VCS with S1 as the
incidence matrix of this design and S0 as shown below. This is an unbalanced (2, 6) VCS
and it can be checked that for some pairs of symbols the relative contrasts are ξ1,6 = ξ2,5 =
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ξ3,4 = 1/2 while for other pairs it is 1/4.

S1 =

1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
0 0 1 1

S0 =

1 1 0 0
1 1 0 0
1 1 0 0
1 1 0 0
1 1 0 0
1 1 0 0
1 1 0 0

Given n, we may choose a suitable PBIBD from the tables of Clatworthy (1973) with
small b and large λ1 to get a (2, n) VCS with n = v and pixel expansion m = b. If a PBIBD
with v = n is not available, we can choose a PBIBD with v > n, construct S1 from its
incidence matrix and then delete v − n suitable rows from it to get S1 for the (2, n) VCS.

3.3.4. Optimal (2, n) VCS through general binary block designs

We now consider the scenario where both the given n and the allowable m are held
fixed and then we optimize with respect to the relative contrasts. As seen above, unbalanced
VCS play a crucial role in optimizing over the ξi1,i2 , but given n and m, there often does not
exist any VCS that maximizes each ξi1,i2 separately.

Let V(n, m) be the class of all (2, n) VCS, balanced or unbalanced, with n participants
and pixel expansion m. Then, in the spirit of A-and E-optimality in statistical design theory,
(cf. Shah and Sinha (1989)), Bose and Mukerjee (2006) introduced the notion of optimal VCS
that maximize the average, say ξ̄, or the minimum, say ξmin, of the ξi1,i2 , 1 ≤ i1 < i2 ≤ n,
over V(n, m).

Such optimal VCS were called Type I optimal and Type II optimal, respectively. A
VCS which is both Type I and Type II optimal will be called Type III optimal. Indeed, given
n, m, a VCS, say V ∗ which is Type I optimal, is also admissible in the sense that there cannot
exist another VCS, say V , with same n, m such that each ξi1,i2 under V is greater than or
equal to the corresponding ξi1,i2 under V ∗, the inequality being strict for some i1 < i2.

Bose and Mukerjee showed that the following binary block designs lead to Type III
optimal (2, n) VCS:

(i) Suppose m is odd. Let n = m. If there exists a binary (v, b, r, k) block design with
v = n = m such that r = (m − 1)/2, k = (m − 1)/2, and no two of the λij(1 ≤ i < j ≤ n)
differ by more than unity, then with basis matrices S1 as the incidence matrix of this design
and S0 = [Jn×(m−1)/2, On×(m+1)/2)] we get an optimal Type III (2, n) VCS.

(ii) Suppose m is even. If there exists a binary block design with v = n, b = m,
r1 = . . . = rv = m/2, kj = (n − δ)/2 (1 ≤ j ≤ m/2), kj = (n + δ)/2 (m/2 ≤ j ≤ m),
where δ = 1 if n is odd and = 0 if n is even, and no two of the λij(1 ≤ i < j ≤ n) differ
by more than unity, then with basis matrices S1 as the incidence matrix of this design and
S0 = [Jn×m/2, On×m/2)] we get an optimal Type III (2, n) VCS.

There are several broad classes of block designs which satisfy the conditions in (i) and
(ii) above. These include BIBDs, PBIBDs, symmetrical unequal block designs and regular
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graph designs with appropriately chosen parameters. We give examples based on BIBD and
PBIBD below. For more examples and results we refer to Bose and Mukerjee (2006).

Example 18: For n = m = 4t − 1, the BIBD (v = b = 4t − 1, r = k = 2t − 1, λ = t − 1)
discussed before Example 6, gives a Type III optimal VCS in V(4t − 1, 4t − 1). Again, the
residual BIBD (2t, 4t − 2, 2t − 1, t, t − 1) obtained from the earlier BIBD gives a Type III
optimal VCS in V(2t, 4t − 2). Again, if we delete the last rows of the matrices S1 and S0

from those used for the optimal VCS from the residual design, we get a Type III optimal
VCS in V(2t − 1, 4t − 2). So the designs in Example 6 gives optimal Type III VCS.

Example 19: For n = m = 2t, where 2 ≤ t ≤ 12, t ̸= 7, as shown in Table 1 of Bose
and Mukerjee (2006), we can find an initial block T of cardinality t, such that among the
ordered differences (mod n) arising out of the elements of T , each of 1, 2, . . . , n − 1 occurs
either ρ or ρ+1 times, where ρ = ⌊t(t − 1)/n − 1)⌋. Upon development of T we get a regular
graph design which leads to a Type III optimal VCS in V(2t, 2t), 2 ≤ t ≤ 12, t ̸= 7. When
t = 2 or 3, this design is also a PBIBD. Moreover, if we delete the last rows of S1 and S0

of the optimal VCS in V(2t, 2t) as obtained above, then we get a Type III optimal VCS in
V(2t − 1, 2t).

3.3.5. Optimal (k, n) VCS from block designs

Bose and Mukerjee (2010) studied (k, n) VCS and gave conditions for their existence
and also methods for getting optimal (k, n)VCS. For simplicity, we only give two examples
with k = 3, one obtained from BIBD and another from PBIBD.

For a binary (v = n, b, r, k) block design let λi1,i2,i3 denote the number of blocks
containing symbols i1, i2, i3, and ξ(i1, i2, i3) be the relative contrast for the recovery of the
image by the 3 participants i1, i2, i3, 1 ≤ i2 < i2 < i3 ≤ n. We call a (3, n) VCS optimal if it
maximizes the average of ξ(i1, i2, i3) over 1 ≤ i2 < i2 < i3 ≤ n. Given a design with incidence
matrix N , we take S1 = [Jn×(b−2r) N ] and S0 = [On×(b−2r) N̄ ] where N̄ is obtained from N
by interchanging its elements 1 and 0.

Example 20: Let n = 13. Then the BIBD (13, 26, 6, 3, 1) (given in Takeuchi (1962)) will lead
to an optimal (unbalanced) (3, 13) VCS. This will have pixel expansion m = 2(b − r) = 40
and ξ(i1, i2, i3) = 5/40 if i1, i2, i3 occur together in a block and 3/40 otherwise. It also
maximizes the minimum possible value of ξ(i1, i2, i3) among all (3, 13)VCS with m = 40.

Example 21: Let n = 20. The PBIBD (20, 16, 4, 5, 0, 1) (=design SR58 in Clatworthy (1973)
tables) will lead to an optimal (unbalanced) (3, 20) VCS. This will have pixel expansion
m = 2(b − r) = 24 and the smallest value of ξ(i1, i2, i3) = 1/24. It also maximizes the
minimum possible value of ξ(i1, i2, i3) among all (3, 20) VCS with m = 24.

It may also be noted that the two VCS in Examples 20 and 21 substantially reduce
the pixel expansion compared to the corresponding balanced (3, n) VCS as in Blundo et. al
(2003), which have m = 440 and m = 23256, respectively.
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3.4. Key predistribution schemes for distributed sensor networks using block
designs

Key predistribution schemes (KPS) is another area of cryptography where block de-
signs have been effectively used to get good schemes. These schemes are used in various
applications, for instance, in a military operation, where sensor nodes with secret keys in-
stalled in them, may be distributed in a random manner over a sensitive area and, once
deployed, these nodes are required to communicate with each other through secure keys in
order to gather and relay information.

The two main metrics for a KPS are the network size, i.e., number of nodes (n)
and the key storage k, i.e., the number of keys stored per node. Any two nodes within a
neighbourhood can communicate with each other if they have q(≥ 1) common keys, where
q is the intersection threshold of the network. If two nodes do not have q keys in common
then they can still communicate through multiple secure links if there is a sequence of one
or more intermediate nodes connecting them such that every pair of adjacent nodes in this
sequence share q common keys.

If some nodes are captured in an attack, all keys in them are lost but the remaining
nodes can still communicate (i.e., be resilient) using the remaining keys. For more details on
the applications, the security framework and models for these distributed sensor networks
(DSNs) we refer e.g., to Roman et al. (2005) and Du et al. (2005) and Martin (2009).

Key assignment schemes based on combinatorial designs is specially useful since using
the combinatorial structures of the underlying designs, one can study the connectivity and
resiliency properties of the scheme, and also carry out shared-key discovery and path-key
establishment in a structured manner. Camtepe and Yener (2004) used finite projective
planes and generalized quadrangles and Dong et al. (2008) used 3-designs to construct KPS
with q = 1. Lee and Stinson (2008) used transversal designs to construct KPS and give
schemes separately for q = 1 and for q = 2.

Bose, Dey and Mukerjee (2013) suggested one general construction method for KPS
for any given q and by varying the choices of the designs, this resulted in KPS for networks
with varying numbers of nodes, key-pool sizes and numbers of keys per node, thus providing
more flexibility in choosing a scheme suitable for the requirements of a situation. The
designs used were BIBDs, PBIBDs based on the group-divisible, Latin square and triangular
association schemes, and suitable duals of these designs. This method works for general q
and can cover a wide variety of values of n.

The complexity of the KPS scheme and its various metrics leads to involved algebra
and so we refrain from elaborating further in this area.

4. Conclusion

In this article, an endeavour has been made to highlight the fact that combinatorial
designs have a wide applicability in various areas of cryptography.

We have mainly focused on Hadamard matrices, orthogonal arrays, pairwise balanced
designs, balanced incomplete block designs and partially balanced incomplete block designs
and their applications in various areas of cryptography. There are many other topics that
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could not be covered, e.g. a combinatorial structure used often in the context of threshold
access structures is the perfect hash family (PHF). Long et al. (2006) and Martin and Ng
(2007) used generalized cumulative arrays focusing on the situation where all participants
have the same probability of being selected for activation. Bose and Mukerjee (2014) gave a
method where an unequal probability scheme given by PHFs leads to better levels of group
and participant anonymity, and also showed that BIBDs can be used to get schemes in this
context too.

The Anti-collusion Digital Fingerprinting Codes is another area of cryptography
where combinatorial designs have been used effectively, for instance, Trappe et al.(2003)
used BIBDs, Kang et al.(2006) used PBIBDs, Yagi et al.(2009) used finite geometries, Li et
al.(2009) used OAs, Bose and Mukerjee (2010) used partially cover-free families.

To conclude, our aim in this article is to highlight that there are various areas of
cryptography where combinatorial designs and structures give effective and efficient schemes.
We hope that this article will generate sufficient interest among statisticians who are already
familiar with these structures, to take up research in this area.
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