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Abstract

The problem of testing independence of bivariate random variables against a weighted
alternative model with possible missing values on both responses is considered in this study.
Shie, Bai and Tsai (2000) studied the problem of independence with a contaminated alterna-
tive. Pandit (2006) considered the problem of independence against weighted alternatives.
In this paper, a generalization of Pandit (2004) is considered the alternative with weighted
contamination on both the variables for testing independence against dependence. A new
rank test based on ranks is proposed and its asymptotic normality is established. Also,
locally most powerful test for the above stated model due to Pandit (2004) is derived when
the sample has missing values. The asymptotic null distributions of the test statistics are
also provided for the purpose of practical use.
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1. Introduction

One of the earliest problems that has attracted many statisticians working in the
area of nonparametric testing is the problem of independence in bivariate situations. Many
researchers have attempted to quantify the concept of stochastic dependence for bivariate
distributions. Researchers such as Spearman (1904), Kendall (1962), Bhuchongkul (1964),
Puri and Sen (1971), Shirahata (1974) among others proposed measure of dependence in
bivariate distributions to develop rank test for independence. Pearson’s correlation coefficient
based on Savage (1956) scores was proposed by Iman and Conover (1987) with a view to
give more weight on top ranks. In testing independence, the locally most powerful rank
test (LMPR) against weighted alternatives was studied by Shei, Bai and Tsai (2000) along
with some new rank tests. Pandit (2006) proposed some rank tests with different weighted
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alternative and LMPR was derived. In practical situations to handle missing observations
the tests mentioned above cannot be applied. For this set up a locally most powerful rank
test (LMPR) for independence was derived with alternative due to Hajek and Sidak (1967).
Pandit and Savitha Kumari (2015) proposed some new rank tests for testing independence
against the alternative due to Hajek and Sidak (1967) and Shei, Bai and Tsai (2000). They
also derived LMPR test for independence against the alternative due to Shei, Bai and Tsai
(2000). Some of the alternatives for independence considered in the literature are stated
below. The first family which is due to Hajek and Sidak (1967) is given by

(1) X = X*+AZ)Y =Y*+ AZ where X", Y" and Z are mutually independent.

A similar model due to Shei, Bai and Tsai (2000) with some weights on the first
component is

(2) X = X*+u(X*)AZY = Y*+AZ where X, Y and Z are mutually independent
and u(z) is monotone in x and y respectively. However, a more general model which is due
to Pandit (2006) is given by

(3) X = X* +u(X*)AZY = Y* +w(Y*)AZ where X", Y and Z are mutually
independent and u(z),w(y) are monotone in z and y respectively.

In all the models considered above, A is a dependence parameter and A = 0 implies

that X and Y are independent. The model (1) is a straight forward model which makes
both X and Y identically distributed if X and Y™ are identically distributed where as in
(2) and (3), even if X" and Y are identically distributed, X and Y need not be identically
distributed. Here, Models (2) and (3) are weighted models. However, model (3) is the most
general which includes models (1) and (2) as its particular cases. If u(z) = w(y) = 1, then (3)
reduces to (1) and if w(y) = 1, (3) reduces to (2). In other words, the models due to Hajek and
Sidak (1967) and Shei, Bai and Tsai (2000) are particular cases of model due to Pandit (2006).
Based on a random sample ((X1, Y1), (X2, Ya), ..., (Xn, V), (Xns1s )y« ooy (Xngms -), (4 Yasa),
ooy (+, Youx)) from a bivariate distribution function F(x, y), we consider the problem of
testing Hy : F'(z,y) = Fi(x).Fa(y), forall (x,y) against Hy : F'(z,y) # Fi(z).Fx(y), for some
(x,y). Here, the alternative considered is a more general weighted alternative (3) due to
Pandit (2006).
Under (3), it is clear that if A = 0, X and Y are independent and larger the A is more
dependent are X and Y. Thus, the constant A may be regarded as a dependence or mixing
coefficient. The alternatives stated in (3) indicate the positive dependence of the random
variables X and Y. If we assume negative dependence between X and Y, then the model
(3)is (3") X = X* + u(X)AZY = Y* —w(Y)AZ and X = X* — u(X*)AZY =
Y*+w(Y*)AZ where X*, Y" and Z are mutually independent and u(z), w(y) are monotone
in x and y respectively.

The first coordinates X1, Xo, ..., X, 1, of the sample having the ranks Ry, Ro, ...,
R, nand the the second coordinatesY 1, Yo, ..., Y1y of the sample have the ranks @)1, @,
ooy Qun 1. We present rank tests for testing independence against the alternative (3) due
to Pandit (2006). Naturally the test statistics proposed here are the functions of R;’s and
Qi's,1=1,2,....,n+m,j=1,2,....n+k.

In Section 2, a new test based on rank statistic for testing independence is proposed
and the LMPR test for the alternative (3) is considered in Section 3. Power comparison is
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given in Section 4. Section 5 is devoted to some remarks and conclusions.

2. Testing independence based on rank statistic

The model of dependence considered is that considered in Pandit (2006). The model
for a random sample with missing values is as specified below. Let

Xi=X+Mu(X)Z, Yi=Y'+Aw()Z, i=12 ..n
X;=X;+ Au (X;) Zi, V=Y 4+ Aw ) Zopsr, j=1,2,..mil=1,2, ..k

The variables X*, Y" and Z are independent and A is a real nonnegative parameter.

Spearman (1904) introduced the correlation coefficient-based ranks of (X, Y}), i =
1,2,...,n. Further, Shei, Bai and Tsai (2000) proposed a statistic based on rank correlation
with weights. In this paper, the statistic is proposed by extending it to suit the above model
(3). The proposed test statistic for testing bivariate independence against model (3) is given

by,
Sp = iy Wiw; (Ri - n+m+l) (QZ n+k+l)’

where, u; = I(i < ny*), w; = I(i < ny*), where n* = (n+ 1)p , ne* = (n + 1)g and
0 <p,q <1,werep, qroughly the proportion of the observed items in X and Y respectively.
The choice of p,q is to have less loss in level of significance. (Pandit and Savitha Kumari
(2015)). The asymptotic distribution of the statistic Sp is given in the following theorem.

N2
Let I(f) denote the Fisher information, I(f) = [ (J;((;"))) f(x)dx

2.1. Theorem 1

Assume that Hy holds, I(fi0) < oo and I(fy) < oo . Then, % converges in distribu-
12

p((1=pP+p) p<q
o((1=qf’+¢*) p=q
Proof: Here the statistic S, is a linear rank statistic with E(S,) = 0. Assuming that

tion to normal variate with mean zero and variance o2 where o2 = {

I(f10) < 0o and I(fe) < 00, the asymptotic variance of % under Hy is given by,
n(n<—1
12

s o _ Jp((1=p)?°+p°) p<yq :
Var(\/n(n’;?) — 0 = {q((l P+ p>g as n— 00. By applying theorem 1.6a of

S, e .
chapter V in Hajek and Sidak (1967), rm converges in distribution to normal variate
1

p((L—p)P+p*) p<q

with mean zero and variance o2 where o2 =
q((1—q9+¢*) p>q

3. Locally most powerful rank test for weighted alternative

To develop locally most powerful rank (LMPR) test we consider the model due to
Pandit (2006). For that, X* and Y™ are the absolutely continuous random variables with
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probability density functions (p.d.f) fio(z) and foo(y) respectively and the distribution of Z is
arbitrary. For given (z, (A)z) the equation x = x*+w(z*)Az has the unique solution which
is given by X =t (x, Az) and for (y, Az) the equation y=Y 4u(Y)Az has the unique
solution which is given by Y =t (y, Az). Then the Jacobian is

o(z*,y*, 2)
oz, y, 2)

The joint p.d.f., ga, of (X1,Y1), (X2, Y2), ..., (X0, Yo), (Xns1, )y -y (Xngm), (1, Yoga)s o,
(., Y,ix) is given by

|J| = ‘ ={(1+ Azu(z")(1+ Azw(y*)}_1

n n+m n+k
ga = [T ha(zi,vs). 11 fol@)). 1T feolwi)
=1 j=n+1 I=n+1

where ha(z,y) = [0 fio(@*). fooly — Az).dM(z) and M (z) is the distribution function of
Z with mean . and finite variance o2. Let X and Yy be the i-th order statistic of

2

{X1, Xo, ..., Xoimand {Y1, Ys, ..., Yoir ), respectively.

Further, let a, (7, f10) = E{— ((u)]%oo)) (X(i))} and an1x(qi, fo0) = E{— ((w]{fi)ﬂ)) (Y(Z))}
denote the score functions corresponding to fip and fop respectively. In order to obtain
LMPR test we assume the following conditions:

(i) The derivatives (ufig) and (wfy) are continuous,

(i) [ ‘(uflo)(:c)‘ dr < oo and [~ ‘(wfm)’(:c)‘ dr < o0,

(iii) The missing observations on either the first coordinate or the second coordinate occur
at random.

The following theorem states the LMPR test.

3.1. Theorem 2

Under the conditions (i) to (iii) and for the model (1), the test statistic D; =
S0 A (Tis w, f10)-@nak (g, w, foo) with critical region Dy > ¢, where ¢ is a constant, is
locally most powerful rank test for testing Hy : A = 0 against H; : A > 0 at corresponding
level of significance.

Corollary 1: If f; and fyy are from Logistic family, then the test based on Sp with
critical region Sp > c¢,where c is a constant, is asymptotic LMPR test for testing Hy : A =0
against Hy : A > 0 for model (3).

4. Power comparison

In this Section, we compare the powers of the proposed test Sp with those of top-
down statistic rr and Kendall’s 7. The alternative used is as in (1). For power comparisons,
the alternatives considered are



2025] NONPARAMETRIC TESTS BASED ON RANKS FOR INDEPENDENCE 217

1. X, Y, and Z; follow normal with mean zero and variance one.

2. X;, Y, and Z; follow logistic (0, 1).

The correlation coefficient between X and Y denoted by p in terms of A is

pgA?o?

V(02 + pA202) (02 + gA%02)

Here it is to be noted that p = 0 implies the independence. For simulation selected values
of p are considered when p = 0.9.

Table 1: Empirical powers of new test Sp top-down statistic rr and Kendall’s 7

for n =20

m | k|p

N({0,1)

Logistic(0,1)

S

rr

T

S

rr

T

2 12101

2
0.1325

0.0994

0.0812

2
0.1625

0.0872

0.0905

0.4

0.3242

0.1089

0.1582

0.3255

0.0951

0.1567

0.7

0.5122

0.1279

0.2665

0.5441

0.1056

0.2381

2 13101

0.2624

0.1552

0.1652

0.2847

0.2311

0.2153

0.4

0.6234

0.557

0.5284

0.7995

0.6732

0.5932

0.7

0.9132

0.9081

0.8973

0.9653

0.8973

0.8693

3 13101

0.2925

0.1072

0.0929

0.317

0.1991

0.2125

0.4

0.6356

0.1187

0.1696

0.717

0.5862

0.5685

0.7

0.9212

0.1286

0.2765

0.9664

0.8984

0.8791

3 14101

0.3514

0.1645

0.1673

0.3558

0.2732

0.2053

0.4

0.6531

0.5483

0.5096

0.8019

0.6578

0.5937

0.7

0.9437

0.9104

0.8973

0.9762

0.9073

0.8774

Table 2: Empirical powers of new test Sp top-down statistic r and Kendall’s 7

for n = 50

N(0,1)

Logistic(0, 1)

S

rr

S

rr

T

2
0.1365

0.1024

0.0836

2
0.1674

0.0898

0.0932

0.4

0.3339

0.1122

0.1629

0.3352

0.098

0.1614

0.7

0.5276

0.1317

0.2745

0.5605

0.1088

0.2452

0.2703

0.1599

0.1702

0.2932

0.238

0.2218

0.4

0.6421

0.5737

0.5443

0.8235

0.6934

0.611

0.7

0.9406

0.9353

0.9242

0.9943

0.9242

0.8954

0.3013

0.1104

0.0957

0.3265

0.2051

0.2189

0.4

0.6547

0.1223

0.1747

0.7385

0.6038

0.5856

0.7

0.9488

0.1325

0.2848

0.9954

0.9254

0.9055

0.3619

0.1694

0.1723

0.3664

0.2814

0.2115

0.4

0.6727

0.5647

0.5249

0.8259

0.6775

0.6115

0.7

0.972

0.9377

0.9242

1

0.9345

0.9037
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Table 3: Empirical powers of new test Sp top-down statistic r and Kendall’s 7
for n =100

N(0,1) Logistic(0, 1)
SP rT T Sp rT T
2 |210.1]0.1391 | 0.1044 | 0.0853 | 0.4365 | 0.0916 | 0.0950
0.4 | 0.3404 | 0.1143 | 0.1661 | 0.8221 | 0.0999 | 0.1645
0.7 1 0.5378 | 0.1343 | 0.2798 | 1.0000 | 0.1109 | 0.2500
2 1 310.1]0.2755 | 0.1630 | 0.1735 | 0.5345 | 0.2427 | 0.2261
0.4 | 0.6546 | 0.5849 | 0.5548 | 0.8751 | 0.7069 | 0.6229
0.7 | 0.9589 | 0.9535 | 0.9422 | 1.0000 | 0.9422 | 0.9128
3 1310103071 |0.1126 | 0.0975 | 0.6674 | 0.2091 | 0.2231
0.4 ] 0.6674 | 0.1246 | 0.1781 | 0.9843 | 0.6155 | 0.5969
0.7 [ 0.9673 | 0.1350 | 0.2903 | 1.0000 | 0.9433 | 0.9231
3 1410110369 |0.1727 | 0.1757 | 0.7203 | 0.2869 | 0.2156
0.4 | 0.6858 | 0.5757 | 0.5351 | 0.9546 | 0.6907 | 0.6234
0.7 1 0.9909 | 0.9559 | 0.9422 | 1.0000 | 0.9527 | 0.9213

m | k|p

In the Tables 1-4, m is the number of missing observations corresponding to x-values

and k is the number of missing observations corresponding to y-values. From the above
tables it is easily seen that the test Sp is more powerful than the top-down statistic o due
to Iman and Conover (1987) and Kendall’s test 7.

5.

Remarks and conclusion

. The problem of independence against a weighted alternative (3) when the data have

missing values is studied. Pandit (2006) considered the alternative (3) which is the
generalization of Hajek and Sidak (1967), accommodating weighted contamination in
both coordinates of the pair.

. A statistic, Sp is proposed for the above stated problem which is the generalization

of Spearman’s rank correlation coefficient accommodating missing values. The asymp-
totic normality of the test statistic Sp is established.

Locally most powerful rank (LMPR) test for testing independence against the alterna-
tive due to Pandit (2006) accommodating missing values is derived.

The LMPR for the alternative (1) due to Hajek and Sidak (1967) considered in Wei
(1983), and that for the alternative due to Shai, Bai and Tsai (2000) established in
Pandit and Savitha Kumari (2015) can be obtained as particular cases of the LMPR
derived here.

The small sample powers of tests based on Sp, r , 7 are evaluated using simulation
study. It is observed that the power of the test based on Sp is more as compared to
the tests due to Iman and Conover (1987) rr and Kendall’s test 7, when the marginal
distributions of X* and Y belong to normal and logistic families.

The test based on Sp proposed here is shown to be LMPR when the marginal distri-
butions of X* and Y belong to logistic family. It is also observed that test based on
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Table 4: Empirical powers of new test Sp top-down statistic r and Kendall’s 7
for n = 200

N(0,1) Logistic(0, 1)
SP rT T Sp rT T
2 |210.10.1405 | 0.1054 | 0.0861 | 0.4496 | 0.0924 | 0.0959
0.4 | 0.3437 | 0.1154 | 0.1677 | 0.8468 | 0.1008 | 0.1661
0.7 | 0.5429 | 0.1356 | 0.2825 | 1.0000 | 0.1119 | 0.2524
2 13]10.1]0.2781 | 0.1645 | 0.1751 | 0.5505 | 0.2450 | 0.2282
0.4 | 0.6608 | 0.5904 | 0.5601 | 0.9014 | 0.7136 | 0.6288
0.7 1 0.968 | 0.9626 | 0.9511 | 1.0000 | 0.9511 | 0.9215
3 1310103101 | 0.1136 | 0.0985 | 0.6874 | 0.2110 | 0.2253
0.4 | 0.6737 | 0.1258 | 0.1798 | 0.9765 | 0.6214 | 0.6026
0.7 [ 0.9765 | 0.1363 | 0.2931 | 1.0000 | 0.9523 | 0.9318
3 14101103725 |0.1744 | 0.1773 | 0.7419 | 0.2896 | 0.2176
0.4 | 0.6923 | 0.5812 | 0.5402 | 0.9832 | 0.6973 | 0.6293
0.7 | 0.9956 | 0.9650 | 0.9511 | 1.0000 | 0.9617 | 0.9300

m | k|p

Sp has better performance in terms of small sample power.
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